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Jérôme Poineau and Andrea Pulita

3.4.2 Exponents of End(F ) and their pull-backs by standard ramification. . . . . . . . . . . 45

3.5 Essential algebraicity of a completely irreducible module . . . . . . . . . . . . . . . . . . . . . 50

3.6 Curves with boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.7 A first application to the finiteness of the cohomology . . . . . . . . . . . . . . . . . . . . . . 55

4 Index of differential equations over finite curves 57

4.1 Differential equations on finite curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Relatively compact curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.3 Overconvergent differential equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5 Index of differential equations over arbitrary curves. 65

5.1 A first criterion for finite-dimensionality of de Rham cohomology. . . . . . . . . . . . . . . . . 65

5.2 Cuttings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.3 A density result. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.4 Cuttings and de Rham cohomology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Here and for the rest of the text, we fix an ultrametric complete valued field (K, | · |) of char-
acteristic 0. We denote by K̃ its residue field and by p be the characteristic exponent of the latter
(either 1 or a prime number). We fix an algebraic closure Kalg of K. The absolute value | · | on K

extends uniquely to it and we denote it identically. We denote by (K̂alg, | · |) its completion.

We also set ω := lim infn |n!|1/n (the radius of convergence of the exponential series). One has

ω =

{
1 if the valuation of K is trivial on Q,
|p|

1
p−1 if the valuation of K is p-adic on Q.

(0.1)

1. Definitions and notations

In the whole paper, we will use the definitions and notation from [PP13] and we refer the reader to
this manuscript (and especially to its first section). We recall here the most important.

1.1. Radii of convergence

Definition 1.1.1 (Virtual open disc). A non-empty connected K-analytic space is called a virtual

open disk if it becomes isomorphic to a disjoint union of open discs over K̂alg.

Following [Duc, 5.1.8], we may now define the analytic skeleton of an analytic curve.

Definition 1.1.2 (Analytic skeleton). We call analytic skeleton of an analytic curve X the set of
points that have no neighborhoods isomorphic to a virtual open disk. We usually denote it by ΓX .

Definition 1.1.3 (Open pseudo-annulus). Assume that K is algebraically closed. We say that a
connected quasi-smooth K-analytic curve C is an open pseudo-annulus if

i) it has no boundary;

ii) it contains no points of positive genus;

iii) its analytic skeleton ΓC is an open segment.

We call ΓC the skeleton of C.

If K is arbitrary, we say that a connected quasi-smooth K-analytic curve C is an open pseudo-

annulus if C⊗̂KK̂alg is a disjoint union of open pseudo-annuli and if Gal(Kalg/K) preserves the
orientation of their skeletons. In this case, one can check that C has no boundary, contains no points
of positive genus and that its analytic skeleton ΓC is an open segment. We call ΓC the skeleton of C.

2



Convergence Newton polygon V: global index theorems

Let X be a quasi-smooth K-analytic curve.

Definition 1.1.4 (Pseudo-triangulation). A pseudo-triangulation of X is a locally finite subset S ⊂
X, formed by points of type 2 or 3, such that every connected component of X −S is a virtual open
disk or an open pseudo-annulus.

The skeleton ΓS of a pseudo-triangulation S is the union of S with the skeletons of the connected
components of X − S that are open pseudo-annuli.

For the rest of the section, we fix a pseudo-triangulation S of X.

Let (F ,∇) be a module with connection over X. The pseudo-triangulation S on X is the the
datum we will use to normalize the radii of convergence of (F ,∇) at the points of X. Let us recall
quickly how to do it.

Let x ∈ X and let r be the rank of F at x. Let L be a complete algebraically closed valued field
containing H (x). In this case, there exists an L-rational point x′ of XL over X. One can prove that
the pseudo-triangulation S of X induces a pseudo-triangulation SL of XL. Let D be the connected
component of XL − SL containing x′. It is an open disk and we identify it to some D(0, R)− by
some isomorphism sending x′ to 0.

For i ∈ {1, . . . , r}, denote by R′i the supremum of the radii of the closed disks centered at 0 on
which the differential equation induced by (F ,∇) admits at least r − i + 1 linearly independent
solutions. It is strictly positive.

Definition 1.1.5. For i ∈ {1, . . . , r}, the ith radius of convergence of (F ,∇) at x is

RS,i(x, (F ,∇)) :=
R′i
R
∈ ]0, 1].

It is independent of the choices made.

The total height of the Newton polygon of (F ,∇) at x is

HS,r(x, (F ,∇)) =
r∏
i=1

RS,i(x, (F ,∇)).

Let x ∈ X \ ΓS . Let y be a point of X
K̂alg over x. Let Ey be the connected component of

X
K̂alg \ΓS

K̂alg
containing y. It is an open disc and we identify it to some D(0, ρ)−. Denoting by r(y)

the radius of the point y in D(0, ρ)− (see REF), we set

ρS(x) :=
r(y)

ρ
∈ [0, 1). (1.1)

It is independent of the choices made.

For x ∈ ΓS , we set

ρ(x) := 1. (1.2)

Definition 1.1.6. Let x ∈ X. For i ∈ {1, . . . , r}, the ith radius of convergence of (F ,∇) at x is said
to be spectral (resp. solvable) if we have RS,i(x, (F ,∇)) 6 ρS(x) (resp. Ri(x, (F ,∇)) = ρS(x)).

The radii of convergence satisfy nice properties. The main result of [?] may be stated as follows.

Theorem 1.1.7. Let i ∈ {1, . . . , r}. The map

RS,i(−, (F ,∇)) : X → ]0, 1] (1.3)

is continuous on X and piecewise log-affine with rational slopes on each segment inside X.
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Moreover, there exists a locally finite subgraph of X outside of which the map RS,i(−, (F ,∇))
is locally constant. 2

We denote by ΓS((F ,∇)) the smallest subgraph of X containing ΓS outside which the maps
RS,i(−, (F ,∇)), for i ∈ {1, . . . , r}, are all constant.

In the rest of the text, we will often write F instead of (F ,∇). This should lead to no confusion.

1.2. Stein spaces.

In this section, we recall some result about Stein curves from [?, Section 4.1].

Definition 1.2.1 (Cohomologically Stein, [?, Definition 4.5]). We say that a K-analytic space X is
cohomologically Stein if, for every coherent sheaf F on X and every q > 1, we have

Hq(X,F ) = 0. (1.4)

Theorem 1.2.2 ([?, Corollaries 4.6 and 4.8]). Let X be a quasi-smooth K-analytic curve with no
proper connected components. Then X is cohomologically Stein and every coherent sheaf F on X
is generated by its global sections: for each x ∈ X, the stalk Fx is generated by F (X) as an
OX,x-module. 2

We say that a coherent sheaf F on a K-analytic space X is of bounded rank if the family(
rankH (x)(F (x))

)
x∈X is bounded.

Corollary 1.2.3 ([?, Corollary 4.9]). Let X be a quasi-smooth K-analytic curve with no proper
connected components. Let F be a coherent sheaf of bounded rank on X. Then the module of global
sections F (X) is of finite type over O(X).

In particular, there exist an integer q and a surjective morphism Oq → F . 2

Corollary 1.2.4 ([?, Corollary 4.11]). Let X be a quasi-smooth K-analytic curve with no proper
connected components. The functor F 7→ F (X) induces an equivalence between the category of
coherent sheaves of bounded rank (resp. locally free sheaves of bounded rank) and the category of
O(X)-modules of finite type (resp. projective O(X)-modules of finite type). 2

1.3. Tubes.

In this section, we give some definitions inspired by those in rigid cohomology. Let X be a quasi-
smooth K-analytic curve, S be a pseudo-triangulation of X and (F ,∇) be a module with connection
on X.

Definition 1.3.1 (Elementary tube). Let x ∈ X. A connected analytic domain V of X is said to
be an elementary tube centered at x if V − {x} is a disjoint union of virtual open disks.

It is said to be an elementary tube adapted to F if, moreover, the radii of F are constant on
each of these virtual open disks.

Remark 1.3.2. If x is a point of type 1 or 4, there are no elementary tubes centered at x. Indeed
there are no disks in X with boundary x.

If x has type 3, there are three possibilities for an elementary tube V centered at x:

i) V = {x};
ii) V is a virtual closed disk with boundary x;

iii) V is a connected component of X isomorphic to the analytification of a projective curve of
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genus 0.

If x has type 2, then V is either an affinoid domain or a connected component of X isomorphic
to the analytification of a projective curve.

Definition 1.3.3 (Singular directions). Let x ∈ X and let V be an elementary tube centered at x.
There are a finite number of germs of segments b1, . . . , bn out of x that do not meet V . We call them
singular directions at x with respect to V and write

Sing(x, V ) := {b1, . . . , bn} . (1.5)

If K is algebraically closed, we set

N s
V (x) := n = Card(Sing(x, V )) . (1.6)

If K is arbitrary, we denote by x′1, . . . , x
′
d the points of X

K̂alg over x. For every i ∈ {1, . . . , d},
the connected component V ′i of V

K̂alg containing x′i is an elementary tube centered at x′i. We set

N s
V (x) := dN s

V ′1
(x′1) = · · · = dN s

V ′d
(x′d) =

d∑
i=1

N s
V ′i

(x′i) . (1.7)

Definition 1.3.4 (Elementary neighborhoods). Let Y be an analytic domain of X. For every y ∈
∂Y , denote by by,1, . . . , by,ty the germs of segments out of x that belong to X but not to Y . We say
that an open subset U of X is an elementary neighborhood of Y if it may be written in the form

U = Y ∪
( ⋃
y∈∂Y

16i6ty

Cy,i

)
, (1.8)

where Cy,i is a non-empty virtual open annulus whose skeleton (suitably oriented) represents by,i
and all the Cy,i’s are disjoint and disjoint from Y .

The open subset U is said to be an elementary neighborhood adapted to F if, moreover, for
every y ∈ ∂Y and every i ∈ {1, . . . , ty}, the radii of F|Cy,i are log-affine on the skeleton of Cy,i
(where Cy,i is endowed with the empty pseudo-triangulation).1

Remark 1.3.5. i) If SY is a pseudo-triangulation of Y , then it is also a pseudo-triangulation
of all of its elementary neighborhoods. In particular, if V is an elementary tube centered at x,
then {x} is a pseudo-triangulation of every elementary neighborhood of V . In the sequel, this
will always be the triangulation we choose for elementary neighborhoods.

ii) The set of elementary neighborhoods of an analytic domain Y that are adapted to F is a basis
of neighborhoods of Y .

We also recall the following result.

Proposition 1.3.6 ([PP13, Corollary 6.2.28]). Let C be an open pseudo-annulus endowed with the
empty pseudo-triangulation S = ∅. Let F be a differential equation over C with log-affine radii
along ΓC . Then, for all x ∈ X, the radii of F are locally constant on C \ ΓC . 2

For later use, it is convenient to introduce a notion of overconvergent Euler characteristic. We
now do so.

1See Section 2.1.2 for the case with meromorphic singularities.
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Lemma 1.3.7. Let V be an analytic domain of X that has a finite number of connected components.
There exists an open subset U of X containing V such that U − V is a disjoint union of pseudo-
annuli C, such that the relative boundary of each C in X has exactly two points and exactly one of
them lies in ∂V .

Moreover, the open sets U as above form a basis of neighborhood of V in X and they all have
the same compactly supported Euler characteristic. 2

Definition 1.3.8. With the notations of Lemma 1.3.7, we define the overconvergent compactly
supported Euler characteristic of V by

χc(V
†, X) := χc(U) . (1.9)

Usually, when X is clear from the context, we will simply write χc(V
†) instead of χc(V

†, X).

Recall that, when x is a point of X − ∂X of type 2, there is a natural bijection between the set
of germs of segments out of x and the set of closed points of Cx (see [Duc, Théorème 4.2.10]).

Lemma 1.3.9. Assume that K is algebraically closed. Let x ∈ Int(X) be a point of type 2, let V be
an elementary tube centered at x and let U be an elementary neighborhood of V . Let p1, . . . , pNs

V (x) be
the closed points of Cx corresponding to the singular directions b1, . . . , bNs

V (x) at x. Denote by χc(Cx−
{p1, . . . , pNs

V (x)}) the compactly supported Euler characteristic of the curve Cx − {p1, . . . , pNs
V (x)} in

the sense of étale cohomology. We have

χc(V
†) = χc(U) = χc(Cx − {p1, . . . , pNs

V (x)}) = 2− 2g(x)−N s
V (x) . (1.10)

2

Recall that the graph ΓS(F ) is locally finite thanks to Theorem 1.1.7.

Definition 1.3.10 (Canonical tube and canonical singular directions). Let x ∈ X be a point of
type 2 or 3. We denote by VS(x,F ) the union of {x} with all the virtual open disks with boundary x
that do not meet ΓS(F ).

The set VS(x,F ) is an elementary tube centered at x that is adapted to F . We call it the
canonical tube at x.

We define the set of canonical singular directions at x to be (cf. Definition 1.3.3)

SingS(x,F ) := Sing(x, VS(x,F )) . (1.11)

We set

N s
S(x,F ) := N s

VS(x,F )(x) . (1.12)

In the sequel, we will often suppress the subscript S when it is clear from the context.

Remark 1.3.11. Assume that K is algebraically closed. Let x ∈ X be a point of type 2 or 3. Then,
N s
S(x,F ) is equal to the number of branches out of x belonging to ΓS(F ) if x ∈ ΓS(F ), and to 1

otherwise.

Definition 1.3.12 (Maximal tube and maximal singular directions). Let x ∈ X be a point of type 2
or 3. We denote by Vm(x,F ) the union of {x} with all the connected components D of X − {x}
with boundary x such that

i) D is a virtual open disk;

ii) the radii of convergence of F|D, where D is endowed with the empty pseudo-triangulation, are
constant.

6



Convergence Newton polygon V: global index theorems

The set Vm(x,F ) is an elementary tube centered at x. We call it the maximal tube at x.

We define the set of maximal singular directions at x to be

Singm(x,F ) := Sing(x, Vm(x,F )) . (1.13)

Remark 1.3.13. Let S be a pseudo-triangulation of X. There exists a pseudo-triangulation S′ of X,
contained in S such that VS′(x,F ) = Vm(x,F ). Indeed, it is enough to remove from S all the points
contained in Vm(x,F )− {x}.

It follows that

Vm(x,F ) =
⋃
T

VT (x,F ), (1.14)

where T runs through all the triangulations of X, whence the name.

The following corollary is often useful to remove the boundary.

Corollary 1.3.14. Let Z be a locally finite subset of rigid points of X. Let F be a differential
equation on X with meromorphic singularities on Z and assume that all its radii are spectral non-
solvable on ∂X. For every x ∈ ∂X, choose an elementary tube Vx in X − Z centered at x that is
adapted to F|X−Z (cf. Definition 1.3.1). Set

Y := X −
⋃
x∈∂X

Vx . (1.15)

Then, for i = 0, 1, we have canonical isomorphisms

Hi
dR(X(∗Z),F)

∼−→ Hi
dR(Int(X)(∗Z),F)

∼−→ Hi
dR(Y (∗Z),F) . (1.16)

Proof. Let x ∈ ∂X and let Ux be an elementary neighborhood of Vx in X − Z that is adapted
to F|X−Z (cf. Definition 1.3.4). By Remark 1.5.3 and Corollary 1.7.2, for every i > 0, we have
Hi

dR(Ux(∗Z),F|Ux) = Hi
dR(Ux,F|Ux) = 0. Up to shrinking the Ux’s, we may assume that they are all

disjoint. Set U :=
⋃
x∈∂X Ux. Then, for every i > 0, we have Hi

dR(U(∗Z),F|U ) = Hi
dR(U,F|U ) = 0.

The intersection U ∩ Y is a disjoint union of virtual open annuli on which the radii are all
spectral non-solvable and log-affine, hence, by Proposition 1.7.1, we have Hi

dR((U∩Y )(∗Z),F|U∩Y ) =
Hi

dR(U ∩ Y,F|U∩Y ) = 0 for all i > 0.

Since {Y,U} is a covering of X, the isomorphism Hi
dR(X(∗Z),F)

∼−→ Hi
dR(Y (∗Z),F|Y ) now

follows from the Mayer-Vietoris exact sequence (see Lemma 1.4.3).

Finally, Int(X) = X − ∂X is the disjoint union of Y and of a family of disjoint virtual open
disks not meeting Z on which the radii are all constant. For every such disk D, the non-solvability
assumption implies that H0

dR(D(∗Z),F|D) = H0
dR(D,F|D) = 0 and it follows from Corollary ?? that

we also have H1
dR(D(∗Z),F|D) = H1

dR(D,F|D) = 0. The result now follows from the Mayer-Vietoris
exact sequence as before.

1.4. de Rham cohomology

1.4.1. Definition and classical results Let X be a quasi-smooth K-analytic curve and
let F be a differential equation on X. Consider the complex of sheaves

E(F )• : (· · · → 0→ F
∇→ Ω1

X ⊗F → 0→ · · · ) , (1.17)

where F is placed in degree 0 and Ω1
X ⊗F in degree 1. The cohomology of F (resp. the hyperco-

homology of E(F )•) will be denoted by H i(X,F ) (resp. Hi(X, E(F )•)).

Remark 1.4.1. In our situation, X is a K-analytic curve, hence has topological dimension 1. It
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follows that H i(X,F ) = 0 for i > 2 and that Hi(X, E(F )•) = 0 for i > 3 (by a spectral sequence
argument).

Definition 1.4.2. The de Rham cohomology groups Hi
dR(X,F ) of F are the hypercohomology

groups Hi(X, E(F )•) of the complex E(F )•:

Hi
dR(X,F ) := Hi(X, E(F )•) . (1.18)

We say that F has finite index if Hi
dR(X,F ) is finite-dimensional for all degrees i ∈ Z. In this

case we denote by hidR(X,F ) the dimension of the K-vector space Hi
dR(X,F ) and set

χdR(X,F ) :=
∑
i

(−1)i · hidR(X,F ) (1.19)

= h0
dR(X,F )− h1

dR(X,F ) + h2
dR(X,F ) . (1.20)

We call χdR(X,F ) the index of F .

Lemma 1.4.3 (Mayer-Vietoris). Let U and V be two open subsets of X such that X = U ∪ V . We
have the Mayer-Vietoris long exact sequence

· · · → Hi−1
dR (U∩V,F )→ Hi

dR(X,F )→ Hi
dR(U,F )⊕Hi

dR(V,F )→ Hi
dR(U∩V,F )→ Hi+1

dR (X,F )→ · · ·
(1.21)

In particular, if, for all i ∈ Z, the spaces Hi
dR(U,F ), Hi

dR(V,F ) and Hi
dR(U ∩ V,F ) are finite-

dimensional, then, for all i ∈ Z, the space Hi
dR(X,F ) is finite-dimensional too. 2

Lemma 1.4.4. If X is cohomologically Stein, then we have

H0
dR(X,F ) = Ker(∇ : F (X)→ Ω1(X)⊗O(X) F (X)) (1.22)

and

H1
dR(X,F ) = Coker(∇ : F (X)→ Ω1(X)⊗O(X) F (X)) , (1.23)

and Hi
dR(X,F ) = 0 for all i 6= 0, 1. 2

Using the snake lemma, we obtain the following application.

Lemma 1.4.5 (Additivity of index). Assume that X is cohomologically Stein. Let 0→ F → G →
H → 0 be a short exact sequence of modules with connections on X. If two among F , G , H have
finite index, then so has the third. In this case, we have

χ(X,G ) = χ(X,F ) + χ(X,H ) . (1.24)

2

1.4.2. Properties We gather here a few properties that will be used later in the text.

Lemma 1.4.6 ([?, Lemma 1.4.6]). If X has finitely many connected components, then H0
dR(X,F )

is finite-dimensional. 2

Theorem 1.4.7 ([?, Corollary 4.14]). Let L be a complete valued extension of K. Assume that there
exists M ∈ {K,L} such that M is not trivially valued and H1

dR(XM ,FM ) is finite-dimensional.
Then, H1

dR(X,F ) and H1
dR(XL,FL) are both finite-dimensional and we have natural isomorphisms

H0
dR(X,F )⊗K L

∼−→ H0
dR(XL,FL) and H1

dR(X,F )⊗K L
∼−→ H1

dR(XL,FL). (1.25)

2
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Lemma 1.4.8 ([?, Lemma 4.15]). Assume that X has no proper connected component. Let W be
an analytic domain of X such that the restriction map O(X) → O(W ) has dense image. As-
sume that there exists a complete valued extension L of K with non-trivial valuation such that
H1

dR(WL, (FL)|WL
) is finite-dimensional. Then, the map

H1
dR(X,F ) −−→ H1

dR(W,F|W ) (1.26)

is surjective. 2

To finish this section, we recall that if X is a curve that can be conveniently “approximated” by
a family of curves {Xn}n, then the de Rham cohomology of the differential equation F over X can
be recovered as the limit of the de Rham cohomologies of its restrictions to the Xn’s.

This technique has been introduced by Christol and Mebkhout for open annuli (see [CM00,
Proof of 8.3-1]) and it essentially follows from an original idea of Grothendieck (see [Gro61, Chap.0,
13.2.4] and even [Gro54]).

Theorem 1.4.9 ([?, Theorem 5.4]). Assume that K is not trivially valued. Let X be a quasi-smooth
K-analytic curve with finitely many connected components, none of them being proper. Assume
moreover that there exists a non-decreasing sequence of analytic domains (Xn)n∈N of X forming a
covering of X for the G-topology and an integer n0 such that, for every n > n0,

i) the natural map π0(Xn)→ π0(X) is bijective;

ii) the restriction map O(Xn+1)→ O(Xn) has dense image;

iii) the de Rham cohomology group H1
dR(Xn,F|Xn) is a finite-dimensional K-vector space.

Then,

(a) we have

H0
dR(X,F ) = lim←−

n

H0
dR(Xn,F|Xn) , (1.27)

H0
dR(X,F ) is a finite-dimensional K-vector space and there exists an integer n1 such that for

every n,m ∈ N satisfying n > m > n1, the natural map H0
dR(Xn,F|Xn)→ H0

dR(Xm,F|Xm) is
an isomorphism;

(b) for every n,m > n0, the natural map H1
dR(Xn,F|Xn)→ H1

dR(Xm,F|Xm) is surjective;

(c) one has

H1
dR(X,F ) = lim←−

n

H1
dR(Xn,F|Xn) (1.28)

and for every n > n0, the natural map H1
dR(X,F )→ H1

dR(Xn,F|Xn) is surjective.

In particular, H1
dR(X,F ) is finite-dimensional if, and only if, the sequence of dimensions (h1

dR(Xn,F|Xn))n∈N
(or equivalently the sequence of indexes (χdR(Xn,F|Xn))n∈N) is eventually constant. In this case,
the natural map H1

dR(X,F ) → H1
dR(Xn,F|Xn) is an isomorphism for all n large enough and we

have

h1
dR(X,F ) = lim

n→+∞
h1

dR(Xn,F|Xn) and χdR(X,F ) = lim
n→+∞

χdR(Xn,F|Xn) . (1.29)

2

1.4.3. Sub-quotients In this section, we prove some results about sub-quotients and irre-
ducible modules.

Lemma 1.4.10. Assume that X is cohomologically Stein and has finitely many connected compo-
nents.

9
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If F has finite-dimensional de Rham cohomology, then so has each sub-quotient of F .

In particular, if End(F ) has finite-dimensional de Rham cohomology, then, for any two sub-
quotients F1 and F2 of F , Hom(F1,F2) has finite-dimensional de Rham cohomology.

Proof. It is enough to show that, for each short exact sequence 0 → G → F → H → 0, if
F has finite-dimensional de Rham cohomology, then so have G and H . By Lemma 1.4.4, the
groups H0

dR(X,−) and H1
dR(X,−) may be respectively computed as the kernel and the cokernel of

the connection map. The snake lemma then provides the exact sequence

0→ H0
dR(X,G )→ H0

dR(X,F )→ H0
dR(X,H )→ H1

dR(X,G )→ H1
dR(X,F )→ H1

dR(X,H )→ 0.
(1.30)

All the H0
dR(X,−)’s are finite-dimensional and so is H1

dR(X,F ) by assumption. The result follows.

The second part of the statement follows from the first, using the fact that Hom(F1,F2) ∼=
F ∗2 ⊗F1 is isomorphic to a sub-quotient of End(F ) ∼= F ∗ ⊗F .

Lemma 1.4.11. Assume that X is cohomologically Stein, that the trivial differential equation O
has finite-dimensional de Rham cohomology and that χdR(X,O) 6 0. Assume that F has finite-
dimensional de Rham cohomology. Then we have

χdR(X,F ) 6 0. (1.31)

If, moreover, we have χdR(X,F ) = 0, then each sub-quotient G of F has finite-dimensional de
Rham cohomology and satisfies χdR(X,G ) = 0.

Proof. First note that X has finitely many connected components since the dimension of H0
dR(X,O)

is equal to the cardinal of the set of connected components of X. By Lemma 1.4.4 and Lemma 1.4.5,
it is enough to prove that the result holds for each irreducible sub-quotient H of F .

Let us consider such a H . By Lemma 1.4.10, it has finite-dimensional de Rham cohomology.
If H0

dR(X,H ) = 0, then χdR(X,H ) = −h1(X,H ) 6 0. If H0
dR(X,H ) 6= 0, then H has a sub-

module isomorphic to O, hence H is isomorphic to O since it is irreducible by assumption. The
result follows.

The second part of the result follows from the first using Lemma 1.4.5.

Definition 1.4.12. We say a module with connection is irreducible if it has no non-trivial sub-
objects.

We now prove a decomposition result for a certain class of modules which is similar to the
structure of finite length modules (cf. [Bou12, p.28, Prop.3, §2]).

Lemma 1.4.13. Let G1 and G2 be two differential modules over some quasi-smooth curve Y such
that

i) G1 and G2 have no common irreducible sub-quotient;

ii) χdR(Y,G ∗1 ⊗ G2) = 0.

Then any exact sequence 0→ G1 → G → G2 → 0 splits.

Proof. By i) there are no non-zero homomorphisms G1 → G2 commuting with the connections.
Therefore H0

dR(Y,Hom(G1,G2)) = 0. Now, one has Hom(G1,G2) ∼= G ∗1 ⊗ G2, therefore by ii) we
also have H1

dR(Y,G ∗1 ⊗ G2) = 0. The claim then follows from the fact that H1
dR(Y,G ∗1 ⊗ G2) ∼=

ExtDiff.Eq.(G2,G1) (cf. [Ked10, Lemma 5.3.3]).

10
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Proposition 1.4.14. Let Y be a quasi-Stein quasi-smooth curve with a finite number of connected
components. Let F be a differential equation over Y such that χdR(Y,End(F )) = 0. Then

F =
⊕
i

Qi , (1.32)

where

i) for all i all irreducible sub-quotients of the differential equation Qi are isomorphic each other;

ii) if i 6= j, then Qi and Qj have no common irreducible sub-quotients.

Proof. The category of differential equations over Y is Artinian and Jordan-Hölder theorem holds.
Let 0 = M0 ⊂M1 ⊂ . . . ⊂Ms = F be a Jordan-Hölder sequence for F , and let Nk = Mk/Mk−1.

We call block a sub-quotient Q of F with the property that all the irreducible sub-quotients of
Q are isomorphic each other. We say that two blocks are similar if their irreducible sub-quotients
are isomorphic. Each Jordan-Hölder sequence of F furnishes a well-defined and ordered sequence
of blocks (Q1,Q2, . . . ,Qt) such that Qj is not similar to Qj+1. More precisely, if k1 < · · · <
kt ∈ {1, . . . , s} is the set of indexes k such that k = s or Nk 6= Nk+1, then Q1, . . . ,Qt are the
sub-quotients defined by Q1 = Mk1 and by Qj = Mkj/Mkj−1

for j ∈ {2, . . . , t}.
It follows from the definition that two consecutive blocks are not similar, but this is not neces-

sarily the case for arbitrary blocks, depending on the Jordan-Hölder sequence we started with. We
want to prove that there exists a Jordan-Hölder sequence of F such that for any j1 6= j2 the blocks
Qj1 and Qj2 are not similar.

We claim that for any two sub-quotients G1 and G2 of F we have χdR(Y,G ∗1 ⊗ G2) = 0. Indeed,
notice that we can identify G ∗1 ⊗G2 with a sub-quotient of F ∗⊗F ∼= End(F ) and by Lemma 1.4.11
the vanishing of χdR(Y,End(F )) implies that of χdR(Y,G ∗1 ⊗ G2).

By Lemma 1.4.13, we see that for all j = 1, . . . , t − 1, the unique extensions between Qj and
Qj+1 is the direct sum. Therefore, Mkj+1

/Mkj−1
admits a projection onto Qj with kernel Qj+1.

This shows that there exists a Jordan-Hölder sequence of F in which Qj and Qj+1 are permuted
(i.e. the block Qj appears just after Qj+1).

In this way, we obtain a new Jordan-Hölder sequence for F and we can reinitialize the whole
process and obtain new Qj ’s. In general, two blocks Qj and Qj′ can be permuted if the irreducible
sub-quotients of Qj are not isomorphic to those of Qj′ , that is if they are not similar. Proceeding
so, we can regroup the blocks that are similar each other in order to obtain a new Jordan-Hölder
sequence for F , and new Qj ’s, with the desired property that for all j 6= j′, the block Qj is not
similar to Qj′ . The claim then follows from Lemma 1.4.13.

1.5. Meromorphic analytic and algebraic de Rham cohomologies.

In this section, we introduce definitions and basic results about algebraic and analytic meromorphic
differential equations.

1.5.1. Meromorphic differential equations in the analytic setting. Let P be a quasi-
smooth K-analytic curve. Let Z be a locally finite subset of rigid points of P .

Set

Y := P − Z . (1.33)

We denote by j : Y ↪→ P the associated open immersion. We denote by OP [∗Z] the sheaf of mero-
morphic functions on P that are holomorphic on Y (hence have poles at worst on Z). Recall that
it is the sheaf on P associated to the presheaf whose ring of sections on an analytic domain U of P
is the localization of OP (U) by the subset of its elements that do not vanish outside Z.

11
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We now define meromorphic connections following [HTT08, Chapter 5] (which itself borrows
from [Del70]).

Definition 1.5.1. Let F be a locally free OP [∗Z]-module of finite rank on P . A meromorphic
connection on F with poles on Z is a K-linear map

∇ : F → Ω1
P ⊗OP F (1.34)

that satisfies the Leibniz rule: for every open subset U of P and every f ∈ OP [∗Z](U) and s ∈ F(U),
we have2

∇(fs) = df ⊗ s+ f∇s. (1.35)

We also say that the pair (F ,∇) is a differential equation on P (∗Z) or a (meromorphic) differential
equation on P with poles on Z. As usual, morphisms of differential equations ϕ : (F ,∇)→ (F ′,∇′)
are morphisms of OP [∗Z]-modules that are compatible with the connections.

Definition 1.5.2. Let (F ,∇) be a differential equation on P (∗Z). The de Rham cohomology groups

Hi
dR(P (∗Z), (F ,∇)) (1.36)

of (F ,∇) are the hypercohomology groups of the complex

· · · → 0→ F ∇−→ Ω1
P ⊗OP F → 0→ · · · , (1.37)

where F is placed in degree 0 and Ω1
P ⊗OP F in degree 1.

As usual, we will often suppress ∇ from the notation when it is clear from the context.

The notation F will be used to indicate the restriction of F to Y :

F := F|Y . (1.38)

This operation gives rise to a functor

{Differential equations on P (∗Z)}

F 7→ F|Y = F

��
{Analytic differential equations on Y }

(1.39)

and a canonical morphism between the cohomology groups

Hi
dR(P (∗Z),F) → Hi

dR(Y,F ) . (1.40)

When we do not mention poles, we understand that the connection is holomorphic: Z = ∅
and F = F is a genuine analytic differential equation over Y = P .

Remark 1.5.3. If U is an open subset of P such that U ∩Z = ∅, the restriction of the sheaf OP [∗Z]
to U coincides by definition with OU . Hence, over U , we have the usual analytic cohomology:

Hi
dR(U(∗Z),F|U ) = Hi

dR(U,F|U ) . (1.41)

Lemma 1.5.4. For each locally free OP [∗Z]-module of finite rank F on P , there exists a locally
free OP -module of finite rank G such that we have an isomorphism of OP [∗Z]-modules (without
connections) G⊗OP OP [∗Z] ' F .

Proof. Every point z of Z admits a neighborhood Uz of z on which the restriction of F is isomorphic
to OP [∗{z}]d for some d. In particular, it is isomorphic to Od

P over Uz − {z}, hence extends to Od
P

over Uz.

2Remark that it is enough to require that (1.35) holds for f ∈ OP (U).
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Lemma 1.5.5 ([?, Lemma 4.17]). Let W be an analytic domain of Y such that the restriction map
(OP [∗Z])(P ) → O(W ) has dense image. Assume that there exists a complete valued extension L
of K with non-trivial valuation such that H1

dR(WL,FL) is finite-dimensional. Then the map

H1
dR(P (∗Z),F) −−→ H1

dR(W,F ) (1.42)

is surjective. 2

1.5.2. Meromorphic differential equations in the algebraic setting. Here, we turn to
the algebraic setting and consider schemes endowed with the Zariski topology. We similarly define
the notion of meromorphic differential equation (F,∇) (and meromorphic connection) over a smooth
algebraic curve P with poles on a locally finite subset of closed points Z and the associated de Rham
cohomology groups.

If P = Pan and Z = Zan, we have functors

{Algebraic diff. eq. on P with poles on Z}

F 7→ Fan

��
{Differential equations on P (∗Z)}

F 7→ F|Y = F

��
{Analytic differential equations on Y } .

(1.43)

and canonical morphisms between the cohomology groups

Hi
dR(P(∗Z),F) → Hi

dR(P (∗Z),Fan) , (1.44)

Hi
dR(P (∗Z),F) → Hi

dR(Y,F|Y ) . (1.45)

1.5.3. Differential operators of order one. Meromorphic connections may also be defined
using differential operators of order 1, following [Gro67, §16.7 and §16.8]. Since this is useful for our
purposes, we quickly recall it now.

Denote by δ : P 7→ P × P the diagonal embedding. The map δ∗(OP×P ) → OP is surjec-
tive and we denote its kernel by I . Define the first infinitesimal neighborhood P (1) of P to be

(P, δ∗(OP×P )/I 2). We have two morphisms p
(1)
1 , p

(1)
2 : P (1) → P defined using the two projec-

tions p1 and p2 from P × P to P .

Let F be a locally free OP [∗Z]-module of finite rank on P . Set

P(1)(F) := (p
(1)
1 )∗(p

(1)
2 )∗F (1.46)

and endow it with the structure of OP -module induced by p
(1)
1 . The other map p

(1)
2 gives rise to a

morphism of sheaves of groups

d1
F : F →P(1)(F). (1.47)

Note that, locally on P , we can write OP (1) = (OP ⊗̂K OP )/I 2 and

P(1)(F ) = OP (1) ⊗OP F (1.48)

where the tensor product is formed considering the OP -structure on OP (1) obtained via p
(1)
2 . Again,

the structure of OP -module is induced by p
(1)
1 . The map d1

F is then locally given by d1
F (x) = 1⊗ x.

Note that it is also possible to define P(1)(OP ) first and then set

P(1)(F) := P(1)(OP )⊗OP F , (1.49)

where the map OP →P(1)(OP ) used in the tensor product is d1
OP

.

13
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Definition 1.5.6. Let F and G be sheaves of OP [∗Z]-modules. A morphism of sheaves of groups
D : F → G is said to be a differential operator of order 1 if there exists a morphism of OP -modules
u : P(1)(F)→ G such that D = u ◦ d1

F .

The relation between differential operators of order 1 and meromorphic connections is made
precise by the following result. We leave the proof to the reader (who can find it, in the complex
analytic setting, at the end of the proof of [HTT08, Theorem 5.3.8]).

Lemma 1.5.7. Meromorphic connection structures on the OP [∗Z]-module F in the sense of Def-
inition 1.5.1 correspond bijectively (via composition by d1

F) to global sections on P of the sheaf
H omOP (P(1)(F),Ω1

P ⊗OP F) that induce the identity on

Ω1
P ⊗OP F = (I /I 2)⊗OP F ⊂P(1)(OP )⊗OP F = P(1)(F) (1.50)

(see (1.49) for the last equality). 2

Of course, the previous construction also works in the algebraic setting.

1.5.4. Comparison results: the projective case. Let us now compare the algebraic and
analytic settings. Here, we follow [Del70, II, §6] and also borrow from the proof of [HTT08, Theo-
rem 5.3.8].

Let P be a smooth algebraic curve over K and let Z be a locally finite subset of closed points
of P. Let F be a locally free OP[Z]-module of finite rank and let ∇ be a meromorphic connection
structure on F. We may write ∇ as a composition

∇ : F
d1F−→P(1)(F)

u−→ Ω1
P ⊗OP

F, (1.51)

where u is OP-linear.

Denote by P (resp. Z) the analytification of P (resp. Z). Remark that the analytification functor
for OP-modules behaves well with respect to P(1) in the sense that (P(1)(F))an = P(1)(Fan).
Note also that Fan is naturally an OP [∗Z]-module. We may now define the analytification of the
meromorphic connection ∇ by

∇an : Fan
d1Fan−−−→P(1)(F)an uan−−→ Ω1

P ⊗OP Fan. (1.52)

Recall that the GAGA theorems hold in the rigid analytic setting, starting from proper schemes
over a complete valued field or even over an affinoid space (see [Köp74] or [Poi10, Annexe A] for
a proof in the setting of Berkovich spaces). The usual version deals with coherent sheaves but the
following one is an easy consequence of it (see [Del70, II, Lemme 6.5] for details in the complex
analytic case).

Theorem 1.5.8. Let P be a projective algebraic variety over K. Let F be a sheaf of OP-modules
that is a filtered direct limit of coherent sheaves. Then, for every i > 0, the natural map

H i(P,F)→ H i(Pan,Fan) (1.53)

is an isomorphism. 2

Corollary 1.5.9. Let P be a smooth projective algebraic curve over K and Z be a locally finite
subset of closed points of P. Let F be a locally free OP[Z]-module endowed with a meromorphic
connection ∇ and let F := Fan. Then, for every i > 0, we have a natural isomorphism

Hi
dR(P(∗Z),F)

∼−−→ Hi
dR(P (∗Z),F) . (1.54)
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Proof. Let D denote the de Rham complex

· · · → 0→ F
∇−→ Ω1

P ⊗OP
F→ 0→ · · · (1.55)

The de Rham cohomology of (F,∇) is the hypercohomology of D and may be computed by the
spectral sequence

Epq1 = Hp(P,Dq) =⇒ Hp+q
dR (P(∗Z),F). (1.56)

Similarly, on the analytic side, we have

Epq1 = Hp(P,Dq,an) =⇒ Hp+q
dR (P (∗Z),Fan). (1.57)

Since the sheaves Dq (i.e. F for q = 0, Ω1
P⊗F for q = 1 and 0 otherwise) are filtered direct limits of

coherent sheaves, we may apply Theorem 1.5.8 to the canonical morphism between the first pages
of the two spectral sequences and conclude that it is an isomorphism. The result follows.

Let us now compare the algebraic and analytic categories of modules with meromorphic connec-
tions.

Proposition 1.5.10. Let P be a smooth projective algebraic curve over K and Z be a locally finite
subset of closed points of P. The functor (F,∇) 7→ (Fan,∇an) sets up an equivalence between the
category of locally free OP[Z]-modules of finite rank endowed with a meromorphic connection and the
category of locally free OPan [Zan]-modules of finite rank endowed with a meromorphic connection.

Proof. Let us prove essential surjectivity first. Let P := Pan, and Z = Zan, and let F be a locally
free OP [∗Z]-module of finite rank endowed with a meromorphic connection ∇′. By Lemma 1.5.4,
there exists a locally free OP -module of finite rank G such that G⊗OP OP [∗Z] ' F . By GAGA, there
exists a locally free OP-module of finite rank G such that Gan ' G. If we set F := G⊗OP

OP[∗Z],
we have an isomorphism of OP [∗Z]-modules Fan ' F . We will now identify Fan and F .

It remains to prove that there exists a meromorphic connection ∇ on F such that ∇an = ∇′. By
Lemma 1.5.7, ∇′ is a global section on P = Pan of

H omOP (P(1)(F),Ω1
P ⊗OP F) = (H omOP

(P(1)(F),Ω1
P ⊗OP

F))an. (1.58)

Since the sheaf H omOP
(P(1)(F),Ω1

P ⊗OP
F) is a filtered direct limit of coherent sheaves on P, we

may use Theorem 1.5.8 for H0. This shows that ∇′ corresponds to a global section of the sheaf
H omOP

(P(1)(F),Ω1
P ⊗OP

F) on P (whose restriction to Ω1
P ⊗OP

F ⊂ P(1)(F) is equal to the
identity), i.e. a meromorphic connection ∇ on F.

Let us now prove that the functor is fully faithful. Let (F1,∇1) and (F2,∇2) be locally free
OP[Z]-modules endowed with meromorphic connections. It is enough to prove that the canonical
map

HomOP[Z](F1,F2)→ HomOP [∗Z](F
an
1 ,F

an
2 ) (1.59)

is a bijection. By arguing as in the proof of Lemma 1.5.4 in the algebraic setting, we prove that
there exists a locally free OP-submodule F1 of F1 such that F1 ⊗OP

OP[Z] ' F1. We have bijective
morphisms

HomOP[Z](F1,F2)
∼−→ HomOP

(F1,F2) , (1.60)

HomOP [∗Z](F
an
1 ,F

an
2 )

∼−→ HomOP (F an
1 ,Fan

2 ) . (1.61)

Moreover, F2 may be written as a direct limit of a family (F2,λ)λ∈Λ of coherent OP-submodules,
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hence

HomOP
(F1,F2) ' lim−→

λ∈Λ

HomOP
(F1,F2,λ) (1.62)

' lim−→
λ∈Λ

HomOP (F an
1 ,Fan

2,λ) (1.63)

' HomOP (F an
1 ,Fan

2 ), (1.64)

where the first and third bijections comes from the fact that F1 and F an
1 are modules of finite type

and the second bijection from GAGA. The result follows.

Remark 1.5.11. Assume that K is trivially valued. In this case, the GAGA theorems hold for arbi-
trary algebraic varieties over K, with no projectivity assumption (see [Ber90, Theorem 3.5.1]). We
deduce that Corollary 1.5.9 and Proposition 1.5.10 hold for an arbitrary smooth algebraic curve P.

1.5.5. Comparison results: the Stein case. Over a Stein space, it is natural to expect that
one can read the properties of a sheaf on its global sections. We prove comparison results in this
direction. The strategy is very close to that of Section 1.5.4.

Using the fact that cohomology and tensor products commute with filtered direct limits, we can
generalize Theorem 1.2.2 in the following way.

Theorem 1.5.12. Let P be a quasi-smooth K-analytic curve with no proper connected component.
Let F be a sheaf of OP -modules that is a filtered direct limit of coherent sheaves. Then, for every
g > 1, we have Hq(P,F) = 0 and F is generated by its global sections. 2

Corollary 1.5.13. In the setting of Theorem 1.5.12, the global section functor F 7→ F(P ) sets up
an equivalence between the category of OP -modules that are filtered direct limits of coherent sheaves
and the category of O(P )-modules. 2

We now pass to connections.

Corollary 1.5.14. Let P be a quasi-smooth K-analytic curve with no proper connected component.
Let Z be a locally finite subset of rigid points of P .

The global section functor F 7→ F(P ) sets up an equivalence between the category of locally
free OP [∗Z]-modules of bounded rank endowed with a meromorphic connection and the category of
projective (OP [∗Z])(P )-modules of finite type endowed with a connection.

Proof. Let F be a locally free OP [∗Z]-module of finite rank. It is a filtered direct limit of coherent
sheaves. Then, thanks to Theorem 1.5.12, we can adapt the arguments of the proof of Corollary 1.2.3
in order to show that F(P ) is an (OP [∗Z])(P )-module of finite type. Using the same arguments as
in the proof of Corollary 1.2.4, we prove that it is projective.

Let us now prove essential surjectivity. Let M be a projective (OP [∗Z])(P )-module of finite type
endowed with a connection ∇M . Denote by F the sheaf of OP -modules generated by M . It is a sheaf
of OP [∗Z]-modules of bounded rank and, by Corollary 1.5.13, we have F(P ) = M . Using the same
arguments as in the proof of Corollary 1.2.4, we prove that F is locally free. Remark also that ∇M
induces a meromorphic connection ∇ on F (which obviously satisfies ∇(P ) = ∇M ).

Finally, since locally free OP [∗Z]-modules of bounded rank are generated by their global sections,
the global section functor is fully faithful.

1.5.6. Algebraic vs. meromorphic index formulas. Following [Del70], we now recall how
to compute the Euler characteristic in the sense of de Rham cohomology of a locally free sheaf
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endowed with a meromorphic connection.

Let P be a smooth geometrically connected projective algebraic curve over K and Z be a locally
finite subset of closed points of P. Set

Y := P− Z . (1.65)

Let F be a locally free OP[Z]-module endowed with a meromorphic connection ∇.

As in section 1.5.4, we set

P := Pan , Z := Zan , Y := Yan , F := Fan . (1.66)

Proposition 1.5.15. Assume that P is connected. For every i > 0, we have a natural isomorphism

Hi
dR(P(∗Z),F)

∼−→ Hi
dR(Y,F|Y). (1.67)

Proof. We follow [Del70, II, §6.4]. Denote by j the inclusion j : Y → P. Since the morphism j is
affine, for every i > 1 and every quasi-coherent sheaf G on Y we have Rij∗G = 0. We deduce that,
for every i > 0, we have a natural isomorphism between the ith cohomology group of the complex

· · · → 0→ j∗(F|Y )
j∗∇|Y−−−−→ j∗(Ω

1
Y ⊗OY

F|Y )→ 0→ · · · (1.68)

and that of the complex

· · · → 0→ F|Y
∇|Y−−→ Ω1

Y ⊗OY
F|Y → 0→ · · · . (1.69)

It is now enough to identify the complex (1.68) with

· · · → 0→ F
∇−→ Ω1

P ⊗OP
F→ 0→ · · · . (1.70)

Since F is an OP[Z]-module, we have F ' j∗(F|Y). Moreover, by the projection formula, we have

j∗(Ω
1
Y ⊗OY

F|Y ) ' j∗(j
∗Ω1

P ⊗OY
F|Y ) ' Ω1

P ⊗OP
j∗F|Y ' Ω1

P ⊗OP
F . (1.71)

The result follows.

Remark 1.5.16. The analytic analogue of Proposition 1.5.15 requires certain Liouville conditions
at the germs of segments out of the points of Z to hold (see Corollary ??).

Let M be a K((T ))-differential module. Following [Del70, p.110] and [Mal74], from the T -adic
valuation of the coefficients of an operator associated to M in a cyclic basis, one can construct the
so-called formal Newton polygon of M. The total height i0(M) of that polygon is called the formal
irregularity of M (see [PP13, Section 5.7] for more details).

More generally, let z ∈ Z. Consider the scalar extension P′ := P ⊗K K(z) and denote by F′

the pull-back of F to P′. Choose a K(z)-rational point z′ of P′ over z. In this case, OP′,z′ is a

discrete valuation ring with maximal ideal generated by a local parameter Tz′ . Its completion ÔP′,z′

is isomorphic to the field of power series K(z)((Tz′)) with coefficients in K(z). We define

iz(F) := i0(Mz′) · [K(z) : K], (1.72)

where i0(Mz′) denotes the formal irregularity of the differential module Mz′ := F′⊗OP′,z′
K(z)((Tz′)).

The definition is compatible with scalar extension in the following sense. Let L be a finite
extension of K and consider the projection map πL : P⊗K L→ P. Then, for every z ∈ Z, we have

iz(F) =
∑

ζ∈π−1
L (z)

iζ(π
∗
L(F)) . (1.73)
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Proposition 1.5.17. For every i > 0, the K-vector space Hi
dR(P(∗Z),F) ' Hi

dR(P (∗Z),F) is
finite-dimensional. Moreover, we have

χdR(P (∗Z),F) = χdR(P(∗Z),F) = χc(Y) rank(F)−
∑
z∈Z

iz(F) , (1.74)

where χc(Y) = 2− 2g(P)−
∑

z∈Z[K(z) : K] (see [PP13, Definition 1.1.46]).

Proof. Let K0 be a subfield of K finitely generated over Q such that there exists a smooth connected
projective algebraic curve P0 over K0, a locally finite subset of closed points Z0 of P0 and a
locally free OP0 [Z0]-module endowed with a meromorphic connection ∇0 such that P0⊗K0 K ' P,
Z0 ⊗K0 K ' Z, π∗K/K0

(F0) ' F and π∗K/K0
(∇0) ' ∇, where πK/K0

: P0 ⊗K0 K → P0 is the base-
change morphism. Since the tensor product by a field is faithfully flat, for every i > 0, we have a
natural isomorphism

Hi
dR(P0(∗Z0),F0)⊗K0 K

∼−→ Hi
dR(P(∗Z),F). (1.75)

Remark thatK0 may be embedded into C. We fix such an embedding and denote by πC/K0
: P0⊗K0

C → P0 the base-change morphism. Set PC := P0 ⊗K0 C, ZC := Z0 ⊗K0 C, FC := π∗C/K0
(F0) and

∇C := π∗C/K0
(∇0). As before, for every i > 0, we have a natural isomorphism

Hi
dR(P0(∗Z),F0)⊗K0 C

∼−→ Hi
dR(PC(∗Z),FC). (1.76)

By Proposition 1.5.15, we have an isomorphism

Hi
dR(PC(∗Z),FC) ' Hi

dR(YC, (FC)|YC) (1.77)

where YC := PC − ZC. The finiteness of the dimension of the cohomology spaces now follows from
[Del70, II, Proposition 6.20 (i)] and Corollary 1.5.9.

To conclude, it is enough to compute the Euler characteristic of (FC,∇C)|YC . By [Del70, II,
(6.21.1)], we have

χdR(YC, (FC)|YC) = χdR(Yan
C , (F

an
C )|Yan

C
)−

∑
z∈ZC

iz(FC) , (1.78)

where ( ·)an here denotes complex analytification. Since the irregularities are compatible with scalar
extension in the sense of formula (1.73), we have∑

z∈ZC

iz(FC) =
∑
z∈Z0

iz(F0) =
∑
z∈Z

iz(F) . (1.79)

Finally, we have

χdR(Yan
C , (F

an
C )|Yan

C
) = χ(Yan

C ) rank(F), (1.80)

where χ(Yan
C ) denotes the Euler characteristic of the complex analytic space Yan

C . The latter space
obtained from the Riemann surface Pan

C by removing the points of Zan
C , so we have

χ(Yan
C ) = 2− 2g(Pan

C )− Card(Zan
C (C)) = 2− 2g(P)−

∑
z∈Z

[K(z) : K]. (1.81)

This concludes the proof.

Remark 1.5.18. Let F := F|Y . In Section ??, we will prove that the above index formula (1.74)
can be rewritten using the analytic irregularities Irrz(F ) of F at the points of Z (see Definition ??
and Corollary ??):

χdR(P (∗Z),F) = χc(Y ) · rank(F) +
∑
z∈Z

Irrz(F ) . (1.82)

18



Convergence Newton polygon V: global index theorems

Notice that g(Y ) = g(P ) and χc(Y ) = χc(P )−
∑

z∈Z [H (z) : K].

Remark 1.5.19. An interesting feature of the previous result is that, in this setting, the finite-
dimensionality of the meromorphic de Rham cohomology spaces Hi

dR(P (∗Z),F) holds without any
Liouville assumptions. This fact is used in the proof of the index result of [CM01] and has also
been recently put in light by Kedlaya (see [Ked15a, Definition 7.5 and Lemma 7.6], which drew our
attention to it).

The index formula (1.82) will be an immediate consequence of (1.74) and of the equality Irrz(F ) =
−iz(F) between the formal and analytic irregularities (cf. Proposition ??), which mainly involves
radii and not cohomology.

In Section ?? and Appendix ??, we obtain a stronger result about the comparison between ana-
lytic and meromorphic cohomologies, under certain conditions that do not necessarily involves the
Liouvilleness of the exponents.

In particular, a consequence of these comparison results will be the fact that each local analytic
solution of F with possibly an essential pole at z is actually meromorphic at z (cf. Remark ??).

1.6. Overconvergence.

In this section, we fix some definitions for the overconvergent setting. Let X be a quasi-smooth
K-analytic curve.

Definition 1.6.1 (Overconvergent functions). For every subset V of X, we set

O†X(V ) := lim−→
U⊇V

O(U) , (1.83)

where U runs through the family of analytic domains of X that are neighborhoods of V .

We often write O†(V ) := O†X(V ) if no confusion is possible.

Remark 1.6.2. The definition is completely satisfactory only if V ⊆ Int(X). In rigid cohomol-
ogy, this is often fulfilled by embedding V into a projective curve X (for which Int(X) = X) and

considering O†
X

(V ).

Recall that a smooth curve is a quasi-smooth curve with no boundary.

Definition 1.6.3. A differential equation (F ,∇) on X is said to be partially overconvergent (resp.
overconvergent) if there exists a quasi-smooth (resp. smooth) K-analytic curve X ′ and a differential
equation (F ′,∇′) on X ′ such that X embeds as an analytic domain in X ′ and (F ′,∇′) restricts to
(F ,∇) on X.

To emphasize overconvergence, we often write

(F ,∇) = (F ′,∇′)|X† . (1.84)

We state the following definition by analogy with rigid cohomology.

Definition 1.6.4 (Overconvergent isocrystals). Let V be an elementary tube centered at a point
x ∈ X of type 2 or 3. An overconvergent isocrystal over V is a overconvergent differential equation G
over V such that

R{x},1(x,G ) = 1 . (1.85)

Remark 1.6.5. Let G be an overconvergent isocrystal over an elementary tube V centered at x.
By [PP13, 6.1.4, ii)], all the radii R{x},i(−,G ) are constant with value 1 on V . In particular, G is
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trivial on each virtual open disk in V − {x}.
As a consequence, if G is considered as a differential module on an elementary neighborhood U

of V , then the germs of segments out of x that belong to Γ{x},i(G ) are exactly those of Sing(x, V )
and we have

Γ{x},i(G ) = ΓU for all i ∈ {1, . . . , rank(G )} , (1.86)

where ΓU denotes the skeleton of the pseudo-triangulation {x} of U .

In the following, we fix a partially overconvergent differential equation (F ,∇) on X: there exists
a K-analytic curve X ′ and a differential equation (F ′,∇′) on X ′ such that X embeds as an analytic
domain in X ′ and (F ′,∇′) restricts to (F ,∇) on X.

Definition 1.6.6. The overconvergent de Rham cohomology of (F ,∇) on X is defined as the in-
ductive limit of the de Rham cohomology of (F ′,∇′) on the neighborhoods U of X in X ′:

H•dR(X†,F ) := lim−→
U

H•dR(U,F ′|U ) . (1.87)

The previous definitions can be adapted to the meromorphic setting. We use the same notations
as in Section 1.5.1.

Definition 1.6.7. Let Z be a locally finite subset of rigid points of X. A differential equation
(F ,∇) on X with meromorphic singularities on Z is said to be partially overconvergent (resp.
overconvergent) if X may be embedded as an analytic domain in a quasi-smooth (resp. smooth)
K-analytic curve X ′ such that Z is locally finite in X ′ and if there exists a differential equation
(F ′,∇′) on X ′ with meromorphic singularities on Z such that (F ′,∇′) restricts to (F ,∇) on X.

To emphasize overconvergence, we often write

(F ,∇) = (F ′,∇′)|X† . (1.88)

Set Y := X − Z. The restriction of the differential equation (F ,∇) to Y is a partially overcon-
vergent (resp. overconvergent) differential equation on Y that we often denote by

F := F|Y † . (1.89)

Definition 1.6.8. The overconvergent de Rham cohomology of (F ,∇) on X is defined as the in-
ductive limit of the de Rham cohomology of (F ′,∇′) on the neighborhoods U of X in X ′:

H•dR(X†(∗Z),F) := lim−→
U

H•dR(U(∗Z),F ′|U ) . (1.90)

Fix the setting as in Definition 1.6.7. Since F ′ has no meromorphic singularities outside X, it
makes sense to consider Liouville conditions along the germs of segments of X ′ that do not belong
to X.

Definition 1.6.9. Let x ∈ ∂X. Denote by bx,1, . . . , bx,tx the germs of segments out of x that belong
to X ′ but not to X. We say that F is free (resp. strongly free) of overconvergent Liouville numbers
at x if, for every i ∈ {1, . . . , tx}, F ′ is free (resp. strongly free) of Liouville numbers along bx,i (cf.
Definition ??).

Remark 1.6.10. Let i ∈ {1, . . . , tx}. By the finiteness of the radii (cf. [Pul15] and [PP15]), there
exists a virtual open annulus Ci whose skeleton ΓCi (suitably oriented) represents bx,i such that
the radii of F ′ and End(F ′) are log-affine along ΓCi. In the setting of Definition 1.6.9, Lemma ??
ensures that F ′ is (resp. F ′ and End(F ′) are) free of Liouville numbers along the whole ΓCi.
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Recall that an elementary neighborhood U of X in X ′ is adapted to F if U −Z is an elementary
neighborhood of X − Z in X ′ that is adapted to the restricted equation F ′|X′−Z (cf. Definition

2.1.17).

Notice that, in the following lemma, no Liouville conditions are required at the germs of segments
that lie at the open boundary of X.

Lemma 1.6.11. Assume that

i) F is partially overconvergent on X;

ii) F is free of overconvergent Liouville numbers at every point of ∂X.

Let U be an elementary neighborhood of X in X ′ that is adapted to F ′. Then, for all i > 0, we have
a canonical isomorphism

Hi
dR(U(∗Z),F ′) ∼−→ Hi

dR(X†(∗Z),F) . (1.91)

Proof. For each x ∈ ∂X, we denote by bx,1, . . . , bx,tx the germs of segments out of x that belong
to X ′ but not to X. By definition, U−X is a disjoint union of virtual open annuli {Cx,i}x∈∂X,i=1,...,tx

representing the germs of segments {bx,i}x∈∂X,i=1,...,tx . For x ∈ ∂X and i ∈ {1, . . . , tx}, we denote
by Γx,i the skeleton of Cx,i. The radii of F ′ is log-affine along it, by assumption.

We may write U = X ∪
⋃
x∈∂X,16i6tx Cx,i as in (1.8). Remark that the pseudo-triangulation S

of X is also a pseudo-triangulation of U . The skeleton of the latter is Γ := ΓS ∪
⋃
x∈∂X,16i6tx Γx,i.

By assumption, F ′|Cx,i is free of Liouville numbers (cf. Remark 1.6.10).

If we replace every annulus Cx,i by a smaller annulus C ′x,i with the same properties, we find

another elementary neighborhood U ′ adapted to F ′ such that the natural maps Hi
dR(U,F ′|U ) →

Hi
dR(U ′,F ′|U ′), for i = 0, 1, are isomorphisms. Indeed, we have U = U ′ ∪

⋃
x∈∂X,16i6tx Cx,i, U

′ ∩⋃
x∈∂X,16i6tx Cx,i =

⋃
x∈∂X,16i6tx C

′
x,i and, for every x ∈ ∂X and i ∈ {1, . . . , tx}, the restriction map

from Cx,i to C ′x,i induces isomorphisms in cohomology by [?, Corollary A.3.2 and Lemma 2.3.6]. We
conclude by the Mayer-Vietoris exact sequence.

We have found a cofinal family of neighborhoods of X with isomorphic cohomologies. We deduce
that the natural maps Hi

dR(U(∗Z),F ′|U )→ Hi
dR(X†(∗Z),F) are isomorphisms for all i > 0.

Lemma 1.6.12. The following assertions are equivalent:

i) F is free (resp. strongly free) of Liouville numbers at the germs of segments at the open boundary
of X and free (resp. strongly free) of overconvergent Liouville numbers at each point of ∂X;

ii) there exists an elementary neighborhood U of X in X ′ adapted to F ′ such that F ′|U is free (resp.

strongly free) of Liouville numbers at every germ of segment at the open boundary of U ;

iii) for every elementary neighborhood U of X in X ′ adapted to F ′, F ′|U is free (resp. strongly free)
of Liouville numbers at every germ of segment at the open boundary of U . 2

1.7. Some situations with trivial cohomology groups.

We now provide some conditions to ensure that we have trivial cohomology in the spectral non-
solvable case.

Proposition 1.7.1. Let X be a connected quasi-smooth curve, and let F be a differential equation
on X. Assume that

i) ΓS 6= ∅ (i.e. X is not a virtual open disk with empty pseudo-triangulation);

ii) ΓS(F ) = ΓS;
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iii) all the radii of F are spectral non-solvable at each point of ΓS.

Then, for all i, we have

Hi
dR(X,F ) = 0 . (1.92)

Proof. In [?, Proposition 1.4.9], we have proven that we have H0
dR(X,F ) = H1

dR(X,F ) = 0 in the
following two situations:

a) X is an open pseudo-annulus endowed with the empty pseudo-triangulation and all the radii
of F are log-affine along ΓX and strictly smaller than 1;

b) X is a virtual open disk and all the radii of F are constant on X and strictly smaller than 1.

Moreover, using exactly the same arguments as in step 1 of the proof of [?, Proposition 1.4.9],
one proves that the result of the proposition holds when X is cohomologically Stein and Ω1

X is free.

Let us now prove the result of the statement in full generality. For each point x of S, choose an
open neighborhood Ux of x such that

i) {x} is a pseudo-triangulation of Ux adapted to F|Ux ;

ii) Γ{x}(F|Ux) = Γ{x}, where Γ{x} is the skeleton of the pseudo-triangulation {x} of Ux;

iii) Ux is cohomologically Stein;

iv) Ω1
Ux

is free;

Up to shrinking them, we may assume that all the Ux’s are disjoint. Set U :=
⋃
x∈S Ux. By the

discussion at the beginning of the proof, we have H0
dR(U,F|U ) = H1

dR(U,F|U ) = 0.

Let V be the union of the connected components of X−S that are not contained in U . Since all
these connected components are virtual open disks or open pseudo-annuli, we may use [?, Proposi-
tion 1.4.9]. We deduce that H0

dR(V,F|V ) = H1
dR(V,F|V ) = 0.

By construction, U∩V is a disjoint union of open pseudo-annuli and all the radii of F are locally
constant outside their skeletons. By [?, Proposition 1.4.9] again, we have H0

dR(U ∩ V,F|U∩V ) =
H1

dR(U ∩ V,F|U∩V ) = 0.

The result now follows from the Mayer-Vietoris long exact sequence.

In the following, we use the notions of elementary tube and elementary neighborhood (see
Definitions 1.3.1 and 1.3.4 respectively).

Corollary 1.7.2. Let x ∈ X be a point of type 2 or 3. Let V be an elementary tube centered at x
that is adapted to F . Assume that all the radii of F are spectral and non-solvable at x. Then, for
every elementary neighborhood U of V in X that is adapted to F and for every i > 0, we have

Hi
dR(U,F ) = 0 . (1.93)

In particular, for the overconvergent cohomology on V with respect to X, for all i > 0, we have

Hi
dR(V †,F ) = 0 . (1.94)

Proof. Let U be an elementary neighborhood of V in X that is adapted to F . Endow it with the
triangulation {x} (see Remark 1.3.5). It follows form the hypotheses that we have

i) Γ{x}(F ) = Γ{x};

ii) all the radii of F|U are spectral and non-solvable at every point of Γ{x}.

We conclude by Proposition 1.7.1.
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The following corollary is often useful to remove the boundary.

Corollary 1.7.3. Let Z be a locally finite subset of rigid points of X. Let F be a differential equation
on X with meromorphic singularities on Z and assume that all its radii are spectral non-solvable
on ∂X. For every x ∈ ∂X, choose an elementary tube Vx in X − Z centered at x that is adapted
to F|X−Z (cf. Definition 1.3.1). Set

Y := X −
⋃
x∈∂X

Vx . (1.95)

Then, for i = 0, 1, we have canonical isomorphisms

Hi
dR(X(∗Z),F)

∼−→ Hi
dR(Int(X)(∗Z),F)

∼−→ Hi
dR(Y (∗Z),F) . (1.96)

Proof. Let x ∈ ∂X and let Ux be an elementary neighborhood of Vx in X − Z that is adapted
to F|X−Z (cf. Definition 1.3.4). By Remark 1.5.3 and Corollary 1.7.2, for every i > 0, we have
Hi

dR(Ux(∗Z),F|Ux) = Hi
dR(Ux,F|Ux) = 0. Up to shrinking the Ux’s, we may assume that they are all

disjoint. Set U :=
⋃
x∈∂X Ux. Then, for every i > 0, we have Hi

dR(U(∗Z),F|U ) = Hi
dR(U,F|U ) = 0.

The intersection U ∩ Y is a disjoint union of virtual open annuli on which the radii are all
spectral non-solvable and log-affine, hence, by Proposition 1.7.1, we have Hi

dR((U∩Y )(∗Z),F|U∩Y ) =
Hi

dR(U ∩ Y,F|U∩Y ) = 0 for all i > 0.

Since {Y,U} is a covering of X, the isomorphism Hi
dR(X(∗Z),F)

∼−→ Hi
dR(Y (∗Z),F|Y ) now

follows from the Mayer-Vietoris exact sequence (see Lemma 1.4.3).

Finally, Int(X) = X − ∂X is the disjoint union of Y and of a family of disjoint virtual open
disks not meeting Z on which the radii are all constant. For every such disk D, the non-solvability
assumption implies that H0

dR(D(∗Z),F|D) = H0
dR(D,F|D) = 0 and it follows from Corollary ?? that

we also have H1
dR(D(∗Z),F|D) = H1

dR(D,F|D) = 0. The result now follows from the Mayer-Vietoris
exact sequence as before.

Remark 1.7.4. Notice that if the curve X is finite, then so is the curve Y (cf. (1.95)). This follows
from the finiteness of ∂X and the local finiteness of ΓS(F ) (cf. Theorem ??).

2. Local and global irregularities and local virtual indexes

Let X be a quasi-smooth K-analytic curve and let F be a differential equation on X.

In this section, we introduce the notion of global irregularity of the differential equation F
and investigate some of its properties. The importance of this notion relies on the fact that, under
appropriate conditions, is controls the finite-dimensionality of the de Rham cohomology groups (see
Section 4).

In [?, Section 1.2], we have defined a notion of local irregularity. For the convenience of the
reader, we state it here again. Recall that a germ of segment b in X is said to be good if it may
be represented by the skeleton of an open pseudo-annulus contained in X. For such a germ b,
we say that F has log-affine total height along b if there exists an open pseudo-annulus C in X
whose skeleton (suitably oriented) represents b such that the total height function H∅,r(−,F|C),
where r be the rank of F around b, is log-affine on ΓC (where C is endowed with the trivial
pseudo-triangulation).

Definition 2.0.1 (Irregularity over a good germ of segment). Let b be a good germ of segment in X
on which F has log-affine total height. Let C be an open pseudo-annulus whose skeleton ΓC (suitably
oriented) represents b and such that the total height function H∅,r(−,F|C) is log-affine on ΓC , where
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r = rank(F|C). We define the irregularity of F along b as

Irrb(F ) := −deg(b) · ∂bH∅,r(−,F|C) ∈ Z . (2.1)

2.1. Global irregularity

In this section, we fix a pseudo-triangulation S of X. We first introduce here a super-harmonicity
condition.

If Γ ⊆ X is a graph, and if x ∈ Γ, we denote by B(x,Γ) the set of germs of segments out of x
that belong to Γ. If Γ′ is another graph containing x we denote by

B(x,Γ− Γ′) (2.2)

the set of germs of segment out of x that belong to Γ but not to Γ′ (cf. [PP13, Notation 1.1.41]).
We also set (cf. [PP13, Notation 1.1.51])

χ(x,Γ) := 2 deg(x)− 2g(x)−
∑

b∈B(x,Γ)

deg(b) . (2.3)

If Γ = ΓS we set

χ(x, S) := χ(x,ΓS) . (2.4)

Recall the definition of Laplacian ddc (cf. [PP13, Definition 1.1.22]), the definition of ispx (cf.
[PP13, Definition 2.6.2]) and the notion of vertex free of solvability (cf. [PP13, Definition 2.6.1]).

Theorem 2.1.1 (Weak super-harmonicity, [Ked15b, Theorem 5.3.6], [PP13, Theorem 6.2.27], [BP18,
Corollary 4.11]). Let x be a point of type 2 or 3 in ΓS ∩ Int(X). Then, we have

ddcHS,i(x,F ) 6 −χ(x, S) ·min(i, ispx ) (2.5)

with equality whenever i is a vertex free of solvability at x. 2

Definition 2.1.2. Let x ∈ X. For all i ∈ {1, . . . , ispx }, we call i-th intrinsic Laplacian of F at x the
number

∆i(x,F , S) :=

{
ddcHS,i(x,F ) if x /∈ ΓS ,

ddcHS,i(x,F ) + i · χ(x, S) if x ∈ ΓS .
(2.6)

We simply write ∆i(x,F ) if no confusion is possible.

Remark 2.1.3. i) For x ∈ ΓS − S, we have χ(x, S) = 0, hence the two lines of (2.6) give the
same result.

ii) If X is an affinoid domain of A1,an
K , then ∆i(x,F ) coincides with the Laplacian of the non-

intrinsic (or spectral) partial height HF
i (x) defined in [Pul15].

Lemma 2.1.4. Let x ∈ X. For all i ∈ {1, . . . , ispx }, ∆i(x,F ) is independent of S.

Proof. We can assume K algebraically closed. Let S′ be a pseudo-triangulation of X. There exists
a pseudo-triangulation containing S and S′, so without loss of generality we assume that S ⊆ S′.

Let i ∈ {1, . . . , ispx }. Let us first assume that x /∈ ΓS′ . Then, we have ddcHS,i(x,F ) = ddcHS′,i(x,F ),
because the slopes of the radii are all unchanged by localization to the connected component D of
X − ΓS′ containing x.

Let us now assume that x ∈ ΓS′ − ΓS . Denote by bx,∞ the germ of segment out of x directed
towards ΓS . Then, for every j ∈ {1, . . . , ispx } and every germ of segment b out of x, we have (cf.
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[PP13, Proposition 2.7.1])

∂bRS′,j(x,F ) =


∂bRS,j(x,F ) if b /∈ B(x,ΓS′)
∂bRS,j(x,F )− 1 if b = bx,∞
∂bRS,j(x,F ) + 1 if b ∈ B(x,ΓS′)− {bx,∞} .

(2.7)

We deduce that ddcHS′,i(x,F ) = ddcHS,i(x,F )− i+ i(NS′(x)− 1), by noting that NS′(x)− 1
is the cardinality of B(x,ΓS′)− {bx,∞}. Since x /∈ ΓS , we have g(x) = 0, so χ(x, S′) = 2−NS′(x),
and we conclude.

The case where x ∈ ΓS is similar.

Corollary 2.1.5. Let Y be an open subset of X. For every x ∈ Y and i ∈ {1, . . . , ispx }, we have

∆i(x,F ) = ∆i(x,F|Y ) . (2.8)

Proof. Let x ∈ Y and i ∈ {1, . . . , ispx }. We can find an open neighborhood U of x in Y and a pseudo-
triangulation S′ of U that extends both to a pseudo-triangulation of Y and a pseudo-triangulation
of X. In this case, we have

∆i(x,F ) = ∆i(x,F|U ) = ∆i(x,F|Y ) . (2.9)

We now introduce a general notion of global irregularity of a differential equation F over a
K-analytic curve X that is natural and may be useful for future applications.

For a point x in X and a germ of segment b out of x, if the connected component of X − {x}
containing b is a virtual open disk that does not meet ΓS , we will denote it by Db (see [PP13,
Notations 2.8.3] for more details).

Recall also that all germs of segments at the open boundary ∂oX (resp. out of a point x ∈ ∂X)
are oriented towards the interior of X (resp. out of x).

Definition 2.1.6. Let x ∈ X be a point of type 2 or 3 and let Γ be a subgraph of X that is finite
around x ∈ Γ. Set r := rank(Fx) and

χo(x,Γ,F ) := r · χ(x,Γ)−
∑

b∈B(x,Γ)

Irrb(F ) ∈ Z . (2.10)

The following lemma establishes a link between χo(x,ΓS(F ),F ) and ∆r(x,F ).

Lemma 2.1.7. Let x ∈ ΓS. Set r := rank(Fx). Then, we have

∆r(x,F ) = r · χ(x, S) + ddcHS,r(x,F ) , (2.11)

= r · χ(x,ΓS(F ))−
∑

b∈B(x,ΓS(F ))

Irrb F +
∑

b∈B(x,ΓS(F )−ΓS)

h0(Db,F ) . (2.12)

In particular, if the radii of F are all spectral non-solvable at x, we have

∆r(x,F ) = r · χ(x,ΓS(F ))−
∑

b∈B(x,ΓS(F ))

Irrb F (2.13)

= χo(x,ΓS(F ),F ) . (2.14)

Proof. Equality (2.11) is the definition of ∆r(x,F ) (cf. Definition 2.1.2), while Equality (2.12)
follows from [PP13, Lemma 2.8.4] and from ddcHS,r(x,F ) =

∑
b∈B(x,ΓS(F )) ∂bHS,r(x,F ). Equation

(2.14) is a direct consequence.
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We now provide the principal definition of this section. Recall that a curve X is finite if it has
finitely many connected components and if it admits a finite pseudo-triangulation. (cf. Definition
??).

Definition 2.1.8 (Global Irregularity). Assume that X is a finite curve. We say that F has well-
defined irregularity if, for every germ of segment b ∈ ∂oX, the total height HS,rb(−,F ) is log-affine
along b (cf. Definition ??), where rb is the local rank of F at b.

In this case, we define the global irregularity of F as3

IrrX(F ) :=
∑
x∈∂X

∆rx(x,F )−
∑
b∈∂oX

Irrb(F ) ∈ Z . (2.15)

Remark 2.1.9. If K is trivially valued, it follows from Remark ?? that F always has well-defined
irregularity.

Lemma 2.1.10. Assume that the radii of F are all spectral non-solvable at each point of ∂X. Then,
the definition of the global irregularity IrrX(F ) is independent of the choice of S.

Proof. Let x ∈ ∂X and set rx := rank(Fx). By Lemma 2.1.4, ∆rx(x,F ) is independent of S.
Moreover, Definition 2.0.1 is also independent of S

Remark 2.1.11. Notice that there are equations with well-defined irregularity whose radii are not
log-affine at the open boundary (see example 4.1.6).

Proposition 2.1.12. Let U and V be open subsets of a quasi-smooth K-analytic curve X and let
F be a differential equation on X. Assume that U and V are finite curves and that F (suitably
restricted) has well-defined irregularity on U and V . Assume moreover that, at each x ∈ ∂U ∪ ∂V ,
the radii of F are all spectral non-solvable.

Then U ∪ V and U ∩ V are finite curves too, F has well-defined irregularity on them and we
have

IrrU∪V (F|U∪V ) = IrrU (F|U ) + IrrV (F|V )− IrrU∩V (F|U∩V ). (2.16)

Proof. We may assume K algebraically closed. Moreover, (2.16) only depends on the restriction of
F to U ∪ V , therefore we can also assume X = U ∪ V .

The fact that U ∪ V and U ∩ V are finite curves follows from [PP13, Lemma 1.1.59].

Since U and V are open, ∂U ∪ ∂V = ∂(U ∪ V ) and ∂U ∩ ∂V = ∂(U ∩ V ).

By Corollary 2.1.5, for every point x in every open subset W of X, we have

∆rx(x,F ) = ∆rx(x,F|W ) , (2.17)

where rx := rank(Fx).

For every open subset W of X, denote by ∂orcW (resp. ∂onrcW ) the set of germs of segments in
the open boundary of W that are (resp. are not) relatively compact in X = U ∪ V . Then, we have

∂orcU ∩ ∂orcV = ∅ and ∂orcU ∪ ∂orcV = ∂orc(U ∩ V ) , (2.18)

∂onrcU ∪ ∂onrcV = ∂oX and ∂onrcU ∩ ∂onrcV = ∂onrc(U ∩ V ) . (2.19)

The claim follows.

Proposition 2.1.13. Assume that the curve X is finite. Let

0→ F1 → F2 → F3 → 0 (2.20)

3If ∂X or ∂oX is empty, the corresponding sum evaluates to 0.
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be an exact sequence of differential equations on X. Then, the following properties hold.

i) Let x ∈ ∂X be a point of the boundary. If F1 and F3 both have spectral non-solvable radii at
x, then so has F2. In this case, one has

∆r2(x,F2) = ∆r1(x,F1) + ∆r3(x,F3) , (2.21)

where ri is the local rank of Fi at x.

ii) F2 has well-defined irregularity if, and only if, so have both F1 and F3.

iii) Assume that F1 and F3 both have spectral non-solvable radii at each point x ∈ ∂X of the
boundary. Then, if F1 and F3 have well-defined irregularities on X, then so has F2 and, in
this case, we have

IrrX(F2) = IrrX(F1) + IrrX(F3) . (2.22)

Proof. i) Since F1 and F3 both have spectral non-solvable radii at x, if follows from the spectral
definition of the radii (cf. [Ked10, Definition 9.8.1] or [Pul15, Section 4.2]) that the radii of F2 at x
are the union with multiplicity of those of F1 and F3 at x. So F2 also has spectral non-solvable
radii along each germ of segment out of x. Spectral radii behave well with respect to exact sequences
(cf. [PP13, Proposition 3.6.1]), so (2.21) holds.

ii) We only have to check the log-affinity of the total heights at the open boundary of X, which
follows from Proposition ??.

iii) It is a consequence of Proposition ?? for the germs of segment at infinity and of point i) for
the boundary.

The following lemma is naturally related to Corollary 1.7.3.

Proposition 2.1.14. Assume that X is a connected finite curve. Set r := rank(Fx). For every x ∈
∂X, choose an elementary tube Vx centered at x that is adapted to F (cf. Definition 1.3.1). Set

Y := X −
⋃
x∈∂X

Vx . (2.23)

Assume that F has spectral non-solvable radii at each point of the boundary ∂X of X.

Then, F has well-defined irregularity on X if and only if so has its restriction F|Y on Y . In
this case we have

r · χc(X)− IrrX(F ) = r · χc(Y )− IrrY (F|Y ) . (2.24)

Proof. Firstly, note that the curve Y is finite. Let B be the family of germ of segments in X out of
a point of ∂X that are contained in Y (i.e. not included in

⋃
x∈∂X Vx). We have

∂oY = ∂oX ∪B . (2.25)

Since the controlling graphs of F on X are locally finite, the radii of F are log-affine on each
relatively compact germ of segment in X, in particular, on those in B. It follows that F has
well-defined irregularity on X if, and only if, F|Y has well-defined irregularity on Y .

Let us now prove (2.24). For every x ∈ ∂X, let Ux be an elementary neighborhood of Vx that is
adapted to F (cf. Definition 1.3.4). We may assume that Ux ∩ Uy = ∅ for all x 6= y. Consider the
open covering X = U ∪ Y , where U :=

⋃
x∈∂X Ux.

Since U∩Y is a finite union of open pseudo-annuli on which the radii4 of F are log-affine, F|U∩Y
has well-defined irregularity and IrrY ∩U (F|Y ∩V ) = 0, where Y ∩ V is endowed with the empty

4According to Definition 2.0.1, the radii are considered with respect to the empty pseudo-triangulation (cf. Remark
??).
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pseudo-triangulation. By Proposition 2.1.12, we then have IrrX(F ) = IrrY (F|Y ) + IrrU (F|U ).

For each x ∈ ∂X, endow Ux with the pseudo-triangulation Sx := {x}. We have

IrrU (F|U ) =
∑
x∈∂X

IrrUx(F|Ux) (2.26)

=
∑
x∈∂X

(
∆rx(x,F|Ux)−

∑
b∈∂oUx

Irrb(F|Ux)
)

(2.27)

=
∑
x∈∂X

χ(x,ΓSx(F|Ux)) · r, (2.28)

by Lemma 2.1.7. By construction, we have ΓSx(F|Ux) = ΓSx and χ(x,ΓSx) = χ(x, Sx) = χc(Ux)
and we deduce that

IrrU (F|U ) =
∑
x∈∂X

χc(Ux) · r = χc(U) · r. (2.29)

The result now follows from the equality χc(X) = χc(U) +χc(Y )−χc(U ∩Y ) (cf. [PP13, Corollary
1.1.55] ). and the fact that χc(U ∩ Y ) = 0.

2.1.1. Irregularity of meromorphic differential equations. Let X be a finite curve, Z ⊂
X be a finite set of rigid points and F a differential equation on X with meromorphic singularities
on Z. We set Y := X −Z and F := F|Y . Of course, Y is a finite curve with the same boundary as
X.

We anticipate here a result of the next sections (cf. Lemma ??) that asserts that for all z ∈ Z
the radii of F are automatically log-affine along the germ of segments bz out of z. We also use the
notation Irrz(F) := Irrbz(F ) (cf. Definition ??).

Definition 2.1.15. We say that F has well-defined irregularity if, for each b ∈ ∂oX, the total
height HS,rb(F ,−) is log-affine along b, where rb is the local rank of F along b. In this case we set

IrrX(F) :=
∑
x∈∂X

∆rx(x,F )−
∑
b∈∂oX

Irrb(F )−
∑
z∈Z

Irrz(F ) ∈ Z . (2.30)

By definition, the irregularity of F on X is then that of F on Y :

IrrX(F) = IrrY (F ) . (2.31)

Therefore, Definition 2.1.15 (as well as Definition 2.1.8) is independent of the pseudo-triangulation as
soon as the radii of F are spectral non solvable at every point of the boundary ∂X = ∂Y . Moreover,
Propositions 2.1.12, 2.1.13 and 2.1.14 admit straightforward generalizations to the meromorphic
case that we left to the reader.

2.1.2. Overconvergent global irregularity. We now place ourself in the overconvergent
setting. Let X be a quasi-smooth K-analytic curve, Z a locally finite set of rigid points of X
and (F ,∇) an overconvergent differential equation on X with meromorphic singularities at Z (cf.
Definition 1.6.7): there exists a smooth K-analytic curve (with no boundary) X ′ such that X embeds
as an analytic domain of X ′, Z is locally finite in X ′ and there exists a connexion (F ′,∇′) on X ′

with meromorphic singularities at Z such that (F ′,∇′) restricts to (F ,∇) on X. We fix this setting
in the following. We will abuse notation and not mention explicitly the dependence in F ′ and ∇′.

Definition 2.1.16. Let x ∈ ∂X. Denote by bx,1, . . . , bx,tx the germs of segments out of x (oriented
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away from x) that belong to X ′ but not to X. Set

χ†st(x,F) := −
tx∑
i=1

Irrbx,i(F
′) . (2.32)

We will need to extend the notion of elementary neighborhood adapted to F in the meromorphic
context.

Definition 2.1.17. Let U be an elementary neighborhood of X in X ′. We say that U is adapted
to F ′ if U − Z is an elementary neighborhood of X − Z in X ′ that is adapted to the restricted
equation F ′|X′−Z (cf. Definition 1.3.4).

Lemma 2.1.18. Assume that X is a finite curve. Let U be an elementary neighborhood of X in
X ′ that is adapted to F ′ (cf. Definition 2.1.17). Then, U is a finite curve and F ′|U has well-defined

irregularity if, and only if, so has F viewed as a (non-overconvergent) differential equation over X
(cf. Definition 2.1.15). In this case, we have

IrrU (F ′|U ) = −
∑
x∈∂X

χ†st(x,F)−
∑
b∈∂oX

Irrb(F)−
∑
z∈Z

Irrz(F) . (2.33)

It particular, IrrU (F ′|U ) does not depend on U nor on the choice of the pseudo-triangulation.

Proof. By assumption the boundary ∂X of X is finite, so passing from X to U adds only finitely
many segments at infinity. It follows that U is still a finite curve.

Since U has no boundary, Lemma 2.1.10 applies and the definition is independent of the choice
of S.

Since U is adapted to F ′, the total height of F ′ is linear on every segment at infinity in U that
does not belong to X. It follows that F ′|U has well-defined irregularity if, and only if, F has.

To prove formula (2.33), it is enough to note that ∂oX ⊆ ∂oU and that every element of
∂oU − ∂oX corresponds unambiguously to one of the bx,i’s of Definition 2.1.16.

Thanks to the above lemma we are allowed to give the following definition.

Definition 2.1.19. We say that F has well-defined irregularity over X† if its restriction to X has.

Definition 2.1.20 (Overconvergent global irregularity). Assume that X is finite and that F has
well-defined irregularity. We define the overconvergent global irregularity of F to be

IrrX†(F) := −
∑
x∈∂X

χ†st(x,F)−
∑
b∈∂oX

Irrb(F)−
∑
z∈Z

Irrz(F) . (2.34)

2.2. Interpretation of the global irregularity by means of virtual local indexes

In this section, we express the irregularity as a sum of certain local contributions χ(x,ΓS ,F )
that play the role of local indexes (see Proposition 2.2.8). Under appropriate Liouville conditions,
χ(x,ΓS ,F ) is actually the index of F over a certain neighborhood of x (cf. Remark 2.2.10). However,
in general it merely represents a numerical invariant of the equation. We call it virtual local index.
This interpretation of the irregularity will be one of the main ingredients to state a necessary and
sufficient condition to have finite-dimensionality of de Rham cohomology in the case where the curve
is not finite.

In this section, we fix a quasi-smooth K-analytic curve X, a differential equation F on it and
pseudo-triangulation S on X.
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2.2.1. Virtual local indexes. Recall that in Definition 2.1.6 we have set

χo(x,Γ,F ) := r · χ(x,Γ)−
∑

b∈B(x,Γ)

Irrb(F ) ∈ Z , (2.35)

where χ(x,Γ) and B(x,Γ) were defined in (2.3) and r = rank(F ).

The following definition is related to Lemma 2.1.7.

Definition 2.2.1 (Virtual local indexes). Let x ∈ S. Set r := rank(Fx). We define the local virtual
index χ(x,ΓS ,F ) of F at x as follows:

χ(x,ΓS ,F ) =

{
χo(x,ΓS ,F ) if x ∈ S − ∂X ;

χo(x,ΓS ,F )−∆r(x,F ) if x ∈ ∂X .
(2.36)

We will prove that the virtual local indexes χ(x,ΓS ,F ) control the global irregularity of the
differential equation (see Proposition 2.2.8).

We here provide two useful lemmas. Recall that B(x,Γ− Γ′) was defined in (2.2).

Lemma 2.2.2. Let x ∈ S. Set r := rank(Fx).

i) If x ∈ S − ∂X, then

χ(x,ΓS ,F ) = r · χ(x, S) + ddcHS,r(x,F )−
∑

b∈B(ΓS(F )−ΓS)

deg(b) · ∂bHS,r(x,F ) .(2.37)

ii) If x ∈ ∂X and if the radii of F are all spectral non-solvable at x, then

χ(x,ΓS ,F ) = −
∑

b∈B(ΓS(F )−ΓS)

deg(b) · ∂bHS,r(x,F ) (2.38)

Proof. Item i) follows from [PP13, Lemma 2.8.4, item i)].

ii) By (2.14) and Definition 2.1.2, we have

χo(x,ΓS(F ),F ) = ∆r(x,F ) = r · χ(x, S) + ddcHS,r(x,F ) . (2.39)

The claim then follows from [PP13, Lemma 2.8.4, item ii)] and Definitions 2.0.1 and 2.1.6.

Lemma 2.2.3. Let x ∈ S and set r := rank(Fx). Then,

χo(x,ΓS ,F ) = (r − ispx ) · χ(x, S)︸ ︷︷ ︸
A

+
∑

b∈B(x,ΓS(F )−ΓS)

−deg(b) · ∂bHS,ispx
(x,F )

︸ ︷︷ ︸
B

+
∑

b∈B(x,ΓS)

deg(b) ·
r∑

j=ispx +1

∂bRS,j(x,F ) .

︸ ︷︷ ︸
C

(2.40)

In this case we have

i) B 6 0 and C 6 0;

ii) B = 0 if, and only if, for every b ∈ B(x,ΓS(F )− ΓS), we have ∂bHS,ispx
(−,F ) = 0;

iii) C = 0 if, and only if, for every b ∈ B(x,ΓS) and every i ∈ {ispx + 1, . . . , r}, we have
∂bRS,i(−,F ) = 0.
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Proof. By definition χo(x,ΓS ,F ) = r · χ(x, S)−
∑

b∈B(x,ΓS) Irrb(F ). We have

−
∑

b∈B(x,ΓS)

Irrb(F ) =
∑

b∈B(x,ΓS)

deg(b) · ∂bHS,r(x,F ) (2.41)

=
∑

b∈B(x,ΓS)

deg(b) · ∂bHS,ispx
(x,F ) +

∑
b∈B(x,ΓS)

r∑
j=ispx +1

deg(b) · ∂bRS,j(x,F ) (2.42)

The second term is C, while the first can be written as∑
b∈B(x,ΓS)

deg(b) · ∂bHS,ispx
(x,F ) = ddcHS,ispx

(x,F )−
∑

b∈B(x,ΓS(F )−ΓS)

deg(b) · ∂bHS,ispx
(x,F ) (2.43)

By Theorem 2.1.1, we have ddcHS,ispx
(x,F ) = −ispx · χ(x, S), hence we obtain (2.40).

Let b ∈ B(x,ΓS(F ) − ΓS). It is the germ of segment at the open boundary of a virtual open
disk Db that is a connected component of X − {x}. By [PP13, Proposition 2.8.2], if Db is endowed
with the trivial pseudo-triangulation, the radii are invariant by localization to Db and we can apply
[Pul15, Theorem 3.3.4, item iii)-(c)] after localization to it. Indeed, by the definition of ispx , for all
i 6 ispx , the radii RS,i(−,F ) are spectral non-solvable along b. We deduce that one has

∂bHS,ispx
(x,F ) > 0. (2.44)

We deduce that B 6 0 and that B = 0 precisely when the conditions of the statement hold.

Remark that, by definition of ispx , for every j ∈ {ispx + 1, . . . , r}, we have RS,j(x,F ) = 1. We
deduce that, for every germ of segment b out of x, we have ∂bRS,j(−,F ) 6 0. The claim follows.

We state another related lemma dealing with the points of the boundary. It is placed here for
expository reasons but relies on Theorem 4.1.1 that we will prove later. This lemma will only be
used in Section 5, so no circular reasoning is involved.

Lemma 2.2.4. Let x ∈ ∂X. Set r := rank(Fx) and assume that the radii of F are spectral non-
solvable at x. Let D be a connected component of X − {x} that is a virtual open disk and denote
by bD the corresponding branch emanating from x. Then, we have

deg(b) · ∂bDHS,r(x,F ) = h1
dR(D,F|D) > 0 . (2.45)

In particular, we have

χ(x,ΓS ,F ) 6 0 . (2.46)

Proof. Let Cb be a virtual open annulus representing b. By [PP13, Lemma 2.8.4, item ii)], we have

∂bDHS,r(x,F ) = ∂bDH∅,r(x,F|Cb
) + h0

dR(D,F|D)− r. (2.47)

Since the radii of F are all spectral non-solvable at x, we have h0
dR(D,F|D) = 0.

By Remark ??, iii), F|D is free of Liouville numbers along bD, hence, by Theorem 4.1.1, we have

deg(b) · (∂bDH∅,r(x,F|Cb )− r) = IrrD(F|D)− r χc(D) (2.48)

= −χdR(D,F|D) (2.49)

= h1
dR(D,F|D) > 0. (2.50)

The last statement follows from the first combined with (2.38).

2.2.2. Adapted pseudo-triangulations. Let X be a quasi-smooth K-analytic curve, Z a lo-
cally finite set of rigid points of X and F a differential equation on X with meromorphic singularities
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on Z. We set

Y := X − Z and F := F|Y . (2.51)

Definition 2.2.5 (Adapted pseudo-triangulation). We say that the pseudo-triangulation S of Y is
adapted to F if, for every edge I of ΓS (i.e. every connected component of ΓS −S), the total height
HS,r(−,F ) is log-affine along I, where r is the rank of F around I.

Remark 2.2.6. Notice that a pseudo-triangulation of Y is a pseudo-triangulation of X if, and only
if, every z ∈ Z has a neighborhood in X that does not meet S.

Observe also that if X is a finite curve, then Y is a finite curve if, and only if, Z is a finite set.
In this case, every finite pseudo-triangulation of Y is a pseudo-triangulation of X.

The following result is a direct consequence of the finiteness results of [Pul15, PP15].

Lemma 2.2.7. Every pseudo-triangulation of X can be enlarged into a pseudo-triangulation of Y .

Every pseudo-triangulation S of Y can be enlarged into a pseudo-triangulation S′ ⊇ S that is
adapted to F and satisfies ΓS′ = ΓS.

If Y is a finite curve and if S is a finite pseudo-triangulation of Y , then the following are
equivalent:

i) S can be enlarged into a finite pseudo-triangulation S′ adapted to F such that ΓS = ΓS′;

ii) F has well-defined irregularity on Y (cf. Definition 2.1.8). 2

2.2.3. Virtual local indexes and global irregularity. In this section, we obtain an inter-
pretation of the irregularity as a sum of virtual local indexes. Notice that the terms appearing in
the formula (2.53) below constitute the right hand term of the index formula (4.3).

Proposition 2.2.8. Let F be a differential equation on a curve Y . Assume that the curve Y is
finite and that all the radii of F are spectral non-solvable at each point of ∂Y . Let S be a pseudo-
triangulation of Y such that ΓS is quasi-finite (cf. [PP13, Definition 1.1.32]) and meets every
connected component of Y .

Then the following assertions are equivalent:

i) F has well-defined irregularity (cf. Definition 2.1.8);

ii) there exists a finite subset F of ΓS such that, for every x ∈ ΓS − F , we have χ(x,ΓS ,F ) = 0.

In this case, we have

IrrY (F ) =
( n∑
i=1

χc(Yi) · rank(F|Yi)
)
−
∑
x∈ΓS

χ(x,ΓS ,F ) , (2.52)

where Y1, . . . , Yn are the connected components of Y .

Moreover, if S is adapted to F , then the previous assertions are also equivalent to

iii) there exists a finite subset F of S such that, for every x ∈ S − F , we have χ(x,ΓS ,F ) = 0.

When it is satisfied, we have

IrrY (F ) =
( n∑
i=1

χc(Yi) · rank(F|Yi)
)
−
∑
x∈S

χ(x,ΓS ,F ) , (2.53)

Proof. By Lemma 2.2.7, there exists a pseudo-triangulation S′ ⊇ S that is adapted to F and satisfies
ΓS′ = ΓS . Since S′ is adapted to F , for each x ∈ ΓS − S′, we have χ(x,ΓS′ ,F ) = χ(x,ΓS ,F ) = 0.
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It follows that assertion ii) for ΓS is equivalent to assertion iii) for S′. Moreover, when they hold,
we have ∑

x∈ΓS

χ(x,ΓS ,F ) =
∑
x∈S′

χ(x,ΓS′ ,F ), (2.54)

hence (2.52) and (2.53) are equivalent. As a result, we may assume that S is adapted to F and it
is enough to prove that i) and iii) are equivalent and that, when they are satisfied, formula (2.53)
holds.

We can assume that Y is connected. Let r be the rank of F . All the quantities are stable by
scalar extension, so we can assume that K is algebraically closed. Let us write ∂oY = {b1, . . . , bn}.
Let C1, . . . , Cn be open pseudo-annuli such that

a) ΓCi (suitably oriented) represents bi;

b) ΓCi ⊆ ΓS ;

c) Ci ∩ Cj = ∅ for i 6= j;

d) Ci contains no points of positive genus and no bifurcation points of ΓS .

Point d) is possible because ΓS is quasi-finite.

iii)⇒ i). Assume that we have a finite subset F of S such that χ(x,ΓS ,F ) = 0 for all x ∈ S−F .
Up to shrinking the Ci’s, we may assume that they contain no points of F .

Let i ∈ {1, . . . , n}. Recall that S is assumed to be adapted to F . In particular, if ΓCi contains
no points of S, then the total height HS,r(−,F ) is log-affine along ΓCi .

Let us now assume that S ∩ ΓCi 6= ∅. By construction, for every x ∈ S ∩ ΓCi , we have exactly
two directions b1, b2 out of x that belong to ΓS and, moreover, g(x) = 0. We compute

0 = χ(x,ΓS ,F ) = (2− 2g(x)−NS(x)) · r − (Irrb1(F ) + Irrb2(F )) = −(Irrb1(F ) + Irrb2(F )) .
(2.55)

It follows that Irrb1(F ) = − Irrb2(F ), and hence the total height HS,r(−,F ) is log-affine along ΓCi
for all i. This implies that F has well-defined irregularity.

i) ⇒ iii). Assume now that F has well-defined irregularity. By shrinking the Ci’s, we may
assume that the total height HS,r(−,F ) is log-affine along ΓCi for all i. It follows that, for every i
and every x ∈ S ∩ ΓCi , we have χ(x,ΓS ,F ) = 0.

Set X ′ := X −
⋃
iCi. The subset X ′ of X is compact, and hence S ∩ X ′ is finite. This proves

property ii) with F = S ∩X ′.

We now prove formula (2.53). Since F has well-defined irregularity, by Lemma 2.2.7, there exists
a finite subset S′ of ΓS that is a pseudo-triangulation of X adapted to F . For each x ∈ ΓS − S′ we
have χ(x,ΓS ,F ) = 0, hence, replacing S by S′, we can assume S is itself finite.

We have∑
x∈S

χ(x,ΓS ,F ) =
∑
x∈S

χo(x,ΓS ,F )−
∑
x∈∂X

∆r(x,F ) (2.56)

=
∑
x∈S

(
r · χ(x, S)−

∑
b∈B(x,ΓS)

Irrb(F )
)
−
∑
x∈∂X

∆r(x,F ) (2.57)

= r ·
(∑
x∈S

χ(x, S)
)
−
∑
x∈S

∑
b∈B(x,ΓS)

Irrb(F )−
∑
x∈∂X

∆r(x,F ) (2.58)

By Lemma [PP13, Lemma 1.1.53], we have χc(X) =
∑

x∈S χ(x, S). Moreover, we have∑
x∈S

∑
b∈B(x,ΓS)

Irrb(F ) = −
∑
b∈∂oX

Irrb(F ) . (2.59)
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Indeed, if I is a relatively compact edge of ΓS (i.e. a connected component of ΓS − S that does not
meet ∂oX), and if b1 and b2 are the two germs of at its open boundary, we have Irrb1(F )+Irrb2(F ) =
0, because (by the choice of S) the total height HS,r(−,F ) is log-affine along I and b1 and b2 have
opposite orientations. We deduce that the only local irregularities that do not cancel are those of
the open boundary.

Finally, we have∑
x∈S

χ(x,ΓS ,F ) = r · χc(X)−
( ∑
x∈∂X

∆r(x,F )−
∑
b∈∂oX

Irrb(F )
)
. (2.60)

The claim follows.

Remark 2.2.9. Proposition 2.2.8 requires ΓS to be quasi-finite or, equivalently, that the set of
end-points of ΓS is finite. We show here its necessity with an example (see also [PP13, Lemma
1.1.53]).

Let r, s ∈ ]0, 1[ with r < s. Set C := {s < |T | < 1}. Let (zn)n>0 be a sequence of K-rational
points of C such that the sequence (|zn|)n>0 is increasing with limit 1. Set

S := {xzn,r | n > 0} ∪ {xzn,|zn| | n > 0}. (2.61)

It is a pseudo-triangulation of C.

We know that the trivial differential differential equation OC over C has zero irregularity, but
for all x ∈ S we have

χ(x,ΓS ,OC) = χ(x, S) = 2−NS(x) =

{
+1 if x = xzn,r ,

−1 if x = xzn,|zn| .
(2.62)

In this case, the sum
∑

x∈S χ(x,ΓS ,OC) does not converge.

Remark 2.2.10. As mentioned in the introduction of this section, under appropriate assumptions,
χ(x,ΓS ,F ) is the index of an open neighborhood of x. We here precise those assumptions. Let S be
a pseudo-triangulation adapted to F and let Ux be an elementary neighborhood of x in X adapted to
F such that Ux ∩ S = {x}. Denote by B(x,−ΓS) the set of germs of segment out of x that are not
in ΓS. For every b ∈ B(x,−ΓS), let Dx,b be the virtual open disk in X containing b whose relative
boundary in X is x. Set

Ux(S) = Ux ∪
⋃

b∈B(x,−ΓS)

Dx,b . (2.63)

It is clear that ΓS ∩ Ux(S) equals the skeleton ΓUx(S) of Ux(S) and that

χ(x,ΓS ,F ) = χc(Ux(S)) · rank(F )− IrrUx(S)(F ) . (2.64)

Assume that F is strongly free of Liouville numbers along the germs of segments out of x, and that
if x is a boundary point of Ux(S), then the radii of F are all spectral non solvable at x. In this case,
we will see in Theorem 4.1.1 that the right hand term of (2.64) equals the index χdR(Ux(S),F ).

Notice that the Liouville condition is automatic if all the radii of F are spectral non-solvable at
x or if the characteristic of K̃ is 0.

In presence of Liouville numbers, the index χdR(Ux(S),F ) can be infinite, but the virtual local
index χ(x,ΓS ,F ) is always finite. It is a local numerical invariant of F that seems not necessarily
related to any de Rham index.

2.2.4. The meromorphic case. Let X be a finite curve, Z ⊂ X be a finite set of rigid points
and F a differential equation on X with meromorphic singularities on Z. We set Y := X − Z and
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F := F|Y
In Section 2.1.1 we have defined the irregularity of F on X as that of F on Y :

IrrX(F) = IrrY (F ) . (2.65)

Now, the virtual local indexes χ(x,ΓS ,F ), are associated with F and a pseudo-triangulation S of
Y . In this case, for all x ∈ S, we are allowed to set

χ(x,ΓS ,F) := χ(x,ΓS ,F ) . (2.66)

We then obtain immediately the extension of the results of Section 2.2 to the meromorphic case.

Remark 2.2.11. Notice that we do not necessarily require S to be also a pseudo-triangulation of X.
Notice that this happens if, and only if, every point of Z has a neighborhood in X without points of
S.

2.2.5. The overconvergent case. Let X be a quasi-smooth K-analytic curve, Z a locally
finite set in X and F an overconvergent differential equation over X with meromorphic singularities
at Z. We retain the notations of Section 2.1.2. We set Y := X − Z, Y ′ := X ′ − Z, F := F|Y and
F ′ := F ′|Y ′ . By definition, F is also overconvergent (on Y ′).

Observe that ∂X = ∂Y and that Y ′ − Y = X ′ − X. In particular, if U is an elementary
neighborhood of X in X ′, then U − Z is an elementary neighborhood of Y in Y ′. Conversely, if V
is an elementary neighborhood of Y in Y ′, then V ∪ Z is an elementary neighborhood of X in X ′.

Moreover, an elementary neighborhood U of X in X ′ is adapted to F ′ if, and only if, U − Z is
adapted to F ′ (cf. Definition 2.1.17).

Now, we consider a pseudo-triangulation S of Y that is adapted to F (cf. Definition 2.2.5) and
meets every connected component of Y .5 In particular, S is not empty. Notice that S is also a
pseudo-triangulation of every elementary neighborhood of Y in Y ′.

For each x ∈ ∂Y , we denote by bx,1, . . . , bx,tx the germs of segments out of x that belong to Y ′

but not to Y . Since ∂X = ∂Y and X ′ −X = Y ′ −X, bx,1, . . . , bx,tx are also the germs of segments
out of x that belong to X ′ but not to X.

Definition 2.2.12. Let x ∈ S. Set r := rank(Fx). We set

χ†(x,ΓS ,F ) :=

{
χ(x,ΓS ,F )− r · tx −

∑tx
j=1 Irrbx,j (F

′) if x ∈ ∂Y ;

χ(x,ΓS ,F ) if x ∈ S − ∂Y ,
(2.67)

where, if x ∈ ∂Y , χ(x,ΓS ,F ) is computed with respect to Y (and not Y ′).

Lemma 2.2.13. Let U be an elementary neighborhood of Y in Y ′ that is adapted to F ′. For all
x ∈ S, we have

χ(x,ΓS ,F
′
|U ) = χ†(x,ΓS ,F ). 2 (2.68)

Proposition 2.2.14. Assume that the curve Y is a finite curve. Let S be a pseudo-triangulation
of Y such that

i) S is adapted to F ;

ii) S meets all connected components of Y ;

iii) ΓS is quasi-finite (cf. [PP13, Definition 1.1.32] ).

5Notice that X is connected if, and only if, so is Y . More generally, there is a canonical bijection between the set of
connected components of Y and X.

35
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Then, there exists a finite subset F ⊆ S such that, for every subset S′ ⊆ S containing F , we have∑
x∈S′

χ†(x,ΓS ,F ) =
( n∑
i=1

χc(Y
†
i ) rank(F|Yi)

)
− IrrY †(F ) , (2.69)

where Y1, . . . , Yn are the connected components of Y .

Proof. Let U be an elementary neighborhood of Y in Y ′ that is adapted to F ′. As usual, S is a
pseudo-triangulation of U . By Lemma 2.2.13, for all x ∈ S, we have χ†(x,ΓS ,F ) = χ(x,ΓS ,F

′
|U ).

Hence, by Proposition 2.2.8, there exists a finite subset F of S such that, for every subset S′ ⊆ S
containing F , we have

∑
x∈S′ χ(x,ΓS ,F

′
|U ) = χc(U)− IrrU (F ′|U ). The claim then follows from the

equalities χc(U) = χ†c(Y ) and IrrY †(F ) = IrrU (F ′|U ).

3. Essential algebraizability

The notion of algebraizability is not uniform in the literature and, in order to avoid ambiguities,
we begin by giving the following definition. Recall that a curve X is finite if it has finitely many
connected components and if it admits a finite pseudo-triangulation (cf. Definition ??).

Definition 3.0.1 (Algebraizability). Let X be a finite curve together with an open embedding into
a connected projective curve P . Let Z be a finite set of rigid points in X and let F be a differential
equation with meromorphic singularities at Z. We say that F is algebraizable in P if there exist
a finite set of rigid points Z ′ ⊂ P with Z ′ ∩ X = Z and a differential equation F ′ on P with
meromorphic singularities at Z ′ together with an isomorphism

F ′|X ∼= F . (3.1)

We also simply say that F is algebrizable if P is clear from the context, or if F is algebrizable with
respect to some unspecified P .

We also recall REFthat a differential equation (without singularities) on a finite curve Y is
called finite if it has log-affine radii at the open boundary of Y . The notion of finiteness is related
to that of algebraicity because, by Lemma ??, the extended equation F ′ has affine radii around
every singularity of Z ′ but also over each germ of segment of P − Z ′, by relative compactness. In
particular, the radii of F are log-affine along the open boundary of X, and the restriction of F to
X − Z is a finite differential equation.

Unfortunately, the finiteness of F is not sufficient to guarantee the existence of F ′. There are
indeed several examples of finite differential equations that are not algebrizable. One of the reasons
is that if F is algebrizable, then End(F) is also algebrizable (since End(F ′)|X = End(F)) and it
has to be a finite differential equation too. However, the affinity of the radii of F does not imply
the same property for End(F). We illustrate this pathology in the following example.

Example 3.0.2. Let D = {|T | < 1} be the open unit disk, let X = {0 < |T | < 1} and let P = P1,an
K .

For all ρ, let xρ denote the point of P associated to the sup-norm on the disk {|T | 6 ρ}.
Let f be a bounded analytic function on D with infinitely many zeros. Denote by a = ‖f‖X =

‖f‖D its sup-norm and assume that a > 1. Let G be the rank-one differential module over X
defined by the equation d

dT − f(T ). If X is endowed with the empty pseudo-triangulation, Young’s
theorem (cf. Proposition ??) gives the existence of some ε < 1 such that for all ρ ∈]ε, 1[ one has
R∅,1(G , xρ) = ω · ρ−1 · |f(xρ)|−1, (cf. (0.1)). By the choice of f , the (first) radius of G has infinitely
many breaks as ρ approaches 1. In particular G is not algebrizable.

Now, let e ∈ K and consider the differential module N (e) over X defined by the equation d
dT −

e
T .
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If |e| > a, again by Young’s theorem, for every ρ > 0 we have R∅,1(N (e), xρ) = ω/|e| < ω/a =
limρ→1− R∅,1(G , xρ). Hence, for every ρ < 1 that is close enough to 1, we have

R∅,1(N (e)⊗ G , xρ) = R∅,1(N (e), xρ) = ω/|e| . (3.2)

The equation L := N (e) ⊗ G is then finite over X, and so is the equation F := N (e) ⊕L .
However

End(F ) ∼= (N (e)⊕L )⊗ (N (e)⊕L )∗ ∼= O2
X ⊕ G ⊕ G ∗ (3.3)

has non-affine radii at the open boundary of D. Therefore, F is not algebrizable.

Similar constructions show that End(F ) may have arbitrary exponents even if those of the
Robba part of F are non-Liouville. For instance, let λ be a Liouville number satisfying |λ| = 1
and let e′ := e − λ. Since |e| > 1, we have |e| = |e′|. With the above notation define F ′ :=
(N (e′)⊗ G )⊕ (N (e)⊗ G ). As above, the radius of (N (e′)⊗ G ) at the open boundary is given by
(3.2) while the radii of F ′ are the union of those of (N (e′) ⊗ G ) and (N (e) ⊗ G ). Therefore, for
every ρ < 1 close enough to 1 one has

R∅,1(F ′, xρ) = R∅,2(F ′, xρ) = ω/|e| . (3.4)

In particular, the radii of F ′ are both constant and spectral non-solvable at the open boundary of
X. Hence, the restriction of F ′ at the open boundary has no Robba part. Therefore, by definition,
F ′ has no exponent and it is hence free of Liouville numbers (cf. section ??). However

End(F ′) = O2
X ⊕N (λ)⊕N (−λ) (3.5)

is of Robba type with Liouville exponents λ and −λ.

To bypass this issue, one possible solution consists in imposing the finiteness (i.e. the affinity of
the radii at the open boundary) of both F and End(F) over X, and more generally of any other
construction in the Tannakian category generated by F . Although this is certainly necessary for the
algebraicity of F , it is unclear whether this is equivalent to it.

Here, we introduce a weaker condition called essential algebraizability that holds for a large class
of differential equations including a large family of differential equations with non-affine radii at the
boundary. Roughly speaking, F is essentially algebrizable if it becomes algebrizable up to restricting
the open boundary of X (i.e. up to removing some small pseudo-annuli at the open boundary of X).

From a cohomological point of view this will be enough to obtain our results in Section 4. Indeed,
the general strategy consists in computing the cohomology of F from that of its restriction to a
suitable family of sub-curves (Xn)n of X via Theorem 1.4.9.

In this section we prove that, under appropriate Liouville conditions on the exponents of End(F)
at the open boundary of X, F is essentially algebrizable.

Definition 3.0.3 (Essential Algebraizability). Let X be a finite curve with no boundary, Z be a
finite set of rigid points of X and F be a differential equation with meromorphic singularities at Z.

We say that F is essentially algebrizable if for any relatively compact open subset X ′ of X
the restriction of F to X ′ is algebrizable in some projective curve P ′ containing X ′ (cf. Definition
3.0.1).

The following lemma provides an equivalent definition.

Lemma 3.0.4. Let X,Z,F be as in Definition 3.0.3. Let (Xn)n∈N be an increasing sequence of open
relatively compact subsets of X such that

⋃
nXn = X. Then, F is essentially algebrizable if, and

only if, there exists n0 such that, for all m > n0, the restriction F|Xm is algebrizable.

37
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Proof. We maintain the notations of Definition 3.0.3. It is clear that if X ′ ⊂ X ′′ are two relatively
compact open of X, and if F|X′′ is algebrizable in P , then so is F|X′ . The claim then follows from
the fact that for each X ′ as above there exists m > n0 such that X ′ ⊆ Xm. Indeed,

⋃
nXn is an

open covering of the closure of X ′ in X, which is a compact topological space.

3.1. Main result: essential algebraizability of differential equations that are free of
Liouville numbers at the open boundary

Let X be a finite curve (cf. Definition ??). We begin by introducing the main assumption of this
section: a Non-Liouville condition on End(F) an the open boundary of X called (End-NL).

Definition 3.1.1 ((End-NL) condition). Let X be a finite curve without boundary. We say that F
satisfies the condition (End-NL) on X if for all germ of segment b at the open boundary of X, the
equation End(F) is free of Liouville numbers at b (cf. Definition ??).

Lemma 3.1.2. Let X be a finite curve and let X ′ be a relatively compact open subset of X. Assume
that X ′ is a finite curve. Then there exists an open embedding of X ′ into the analytification P of a
smooth projective curve such that P −X ′ is a disjoint union of virtual closed disks.

Proof. Since X ′ is relatively compact in X, its open boundary is represented by virtual open annuli
C1, . . . , Cn (see [PP13, Lemma 1.1.28]). Therefore, for each n, we can glue to X ′ a virtual open
disk along Cn in order to obtain a compact curve P ′ without boundary containing X ′ as an open
subset. By [Duc, Théorème 3.7.2], P ′ is the analytification of a smooth projective curve and the
result follows.

Lemma 3.1.3. Let X be a connected finite curve without boundary embedded into the analytifica-
tion P of a smooth projective curve P . If g(X) = g(P ), then each connected component of P −X
is a point of type 1 or 4 or a virtual closed disk.

Proof. Let E be a connected component of P −X. Since P is connected, its topological boundary
contains at least one point and it cannot contains more since g(X) = g(P ). Let us denote this
boundary point by xE . If it has type 1 or 4, then E = {xE}. If it has type 2 or 3, then it follows
from the structure of smooth K-analytic curves that E is a virtual closed disk.

The main result of this section is then the following

Theorem 3.1.4 (Essential algebraizability). Let X be a connected finite curve without boundary
together with an open embedding into the analytification P of a smooth projective curve with g(P ) =
g(X). Let Z ⊂ X be a finite set of rigid points and let F be a differential equation over X with
meromorphic singularities at Z that satisfies the condition (End-NL).

Then, for each relatively compact open subset X ′ ⊂ X, there exists a finite extension L/K
such that (FL)|X′L is algebrizable in PL: there exists a finite set of rigid points Z ′ ⊂ PL with
Z ′ ∩X ′L = ZL ∩X ′L and a differential equation F ′ on PL with meromorphic poles at Z ′ such that

F ′|X′L
∼= (FL)|X′L . (3.6)

Remark 3.1.5. i) Notice that the radii of F and End(F) are not required to be log-affine at the
open boundary of X and that no assumptions are made about the cohomology of F .

ii) The last part of the claim implies that the set Z ′ − ZL is in bijection with the open boundary
of XL, or equivalently with the connected components of PL −XL. However, notice that some
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of these connected components may be points of type 4 (this is one of the reasons why we have
to pass from X to X ′).

The proof of Theorem 3.1.4 will be the object of Sections 3.2, 3.3, 3.4 and 3.5 and begins with
several reductions. In Section 3.2 we show that it is enough to work locally at the open boundary
of X and we reduce to the case where X is a standard pseudo-annulus. In Sections 3.3 and 3.4 we
reduce to the case of an absolutely irreducible and then completely irreducible differential module.
Finally, in Section 3.5 we prove the essential algebraicity in the case of a completely irreducible
differential module.

The proofs of this section are generalizations to the framework of Berkovich K-analytic curves
of those of [CM01], where analogous results were obtained with several restrictions about the curve,
the equations and the base field. In particular, we point out a major difference with respect to
[CM01], which consists in the fact that, in [CM01], the radii of F and End(F) are supposed affine
at the open boundary of X and satisfying a certain solvability assumption.

Before embarking on the proof, let us state some corollary and remarks that illustrates the
condition (End-NL) in some situation.

Corollary 3.1.6. Let X be a finite curve, Z a finite set of rigid points of X and F a differential
equation over X with meromorphic singularities at Z.

If the rank of F is one, then F is essentially algebrizable.

Proof. One has End(F) = OX · Id which is the trivial differential equation, therefore (End-NL)
holds for F .

Remark 3.1.7. Let b be a germ of segment at the open boundary of X and let Cb be an open pseudo-
annulus such that ΓCb represents b. Assume that F|Cb is extension of rank one differential equations
{Fk}k=1,...,r. We want to make more explicit in this case the condition expressed by Definition 3.1.1.

The Liouville condition on the exponents is stable by scalar extension (cf. Remarks ?? and ??),

therefore without loss of generality, we can assume that K = K̂alg and that Cb = {r1 < |T | < r2} is
a standard pseudo-annulus.

In this case, each Fk is represented by an equation d
dT (Y ) = gk(T ) · Y , with gk =

∑
n∈Z ak,nT

n,
and we can consider the residue λk := ak,−1 of gk.

Over Cb, the differential module End(F) = F ⊗ F∗ is successive extension of the rank one
equations {Fi ⊗F∗j }i,j=1...,r that are represented by the equations d

dT (Y ) = (gi(T )− gj(T )) · Y .

Let C ′b be a sub-pseudo-annulus of Cb along which End(F) has log-affine radii. The Robba part
End(F|C′b)

Robba is successive extension of those (Fi ⊗F∗j )|C′b that are of type Robba.

A criterion to detect the fact that (Fi ⊗ F∗j )C′b is of type Robba can be deduced from [Pul07,

Section 4.3]. 6

Finally, End(F|C′b) is Free of Liouville numbers along ΓC′b if and only if the following conditions
are fulfilled:

i) for all pair (i, j) such that (Fi⊗F∗j )|C′b is of Robba type over C ′b, the difference λi− λj ∈ K is
non Liouville;

6In [Pul07, Section 4.3] there is a criterion describing the solvability over a Robba ring. In order to find a criterion to
detect the Robba property it is enough to combine the result of [Pul07, Section 4.3] with the fact that the radius of
convergence function of Fi⊗F∗j is a concave function on ΓCb , so that the solvability on two points of ΓCb implies the
solvability on the whole segment connecting them.
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ii) for all pair ((i, j), (i′, j′)) such that (Fi ⊗ F∗j ) ⊗ (Fi′ ⊗ F∗j′)∗|C′b is of Robba type over C ′b, the

difference (λi − λj)− (λi′ − λj′) ∈ K is non Liouville.

Corollary 3.1.8. With the notations of the above remark, if, for all b ∈ ∂oX, F|Cb is quasi-unipotent
(i.e. successive extension of the trivial equation), or if more generally it is successive extension of
rank one equations whose residues {λk}k are algebraic over Q, then F satisfies (End-NL).

We describe another interesting situation in the following results.

Corollary 3.1.9. Let D be a virtual open disk endowed with the empty pseudo-triangulation. Let F
be a differential equation on D. If the radii of End(F ) are all constant over D, then F is essentially
algebrizable.

Proof. The differential equation End(F ) admits a decomposition by the radii over the whole D,
and this decomposition commutes with localization to any domain of D. Therefore, it makes sense
to consider the Robba part of End(F ) over the whole D. This Robba part is necessarily trivial,
because any differential equation over D with maximal radii is so. In particular, (End-NL) holds
for F .

3.2. Reduction to the case of a standard open annulus

We begin by a more elementary claim over a standard annulus and we prove in Lemma 3.2.2 that
Theorem 3.1.4 follows from it.

Proposition 3.2.1. Let C = {r1 < |T | < r2}, 0 < r1 < r2 < +∞, be a standard open annulus.
Let F be a differential equation over C (with no meromorphic singularities) such that

(a) the radii of both F and End(F ) are all log-affine along ΓC ;

(b) End(F ) is free of liouville numbers along ΓC .

Then, for each relatively compact open sub-annulus C ′ of C with ΓC′ ⊂ ΓC , there exists a finite
extension L/K and a differential equation F ′ over P1,an

L with meromorphic singularities at Z =
{0,∞} such that

F ′|C′L
∼= F|C′L . (3.7)

As before, notice that the radii of F are not required to be log-affine and that no assumptions
are made about the cohomology of F .

Lemma 3.2.2. Proposition 3.2.1 implies Theorem 3.1.4.

Proof. Let X,P,Z,F be as in Theorem 3.1.4.

Let X ′ be an open relatively compact subset of X. For each b ∈ ∂oX, we fix a pseudo-annulus Cb
whose skeleton represents b such that Cb ∩ (Z ∪X ′) = ∅. We may assume that the different Cb’s do
not intersect.

By assumption, for each b ∈ ∂oX, there exists a relatively compact open sub-pseudo-annulus Cb,0
of Cb with ΓCb,0 ⊂ ΓCb such that End(F)|Cb,0 has log-affine radii along ΓCb,0 and it is free of Liouville
numbers along it.

Let Ib,0 := ΓCb,0 be the skeleton of Cb,0. Let I ′b,0 be a relatively compact open sub-interval
of Ib,0. We denote by C ′b,0 the open sub-pseudo-annulus of Cb,0 whose skeleton is I ′b,0 and by C∞b
the connected component of Cb − C ′b,0 containing b.

Set X0 := X−
⊔
b∈∂oX C

∞
b . It is an open connected subset of X containing X ′ and each element
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of ∂oX0 has exactly one representative among the I ′b,0’s (suitably oriented).

Since Ib,0 is relatively compact in X, Cb,0 is a virtual open annulus and it becomes a finite
disjoint union of standard open annuli over a finite extension of K. There are a finite number of
germs of segments at the open boundary of X so, up to replacing K by a finite extension and using
Remarks ?? and ??, we may assume that, for each b, Cb,0 is an open annulus. In this case, for each b,
C ′b,0 is an open annulus that lies at the open boundary of X0. Moreover, for each b, there is only
one connected component Eb of P − X0 intersecting Cb,0. We set Db := C ′b,0 ∪ Eb. It is a virtual
open disk containing an annulus, hence an open disk.

Now, for each b, F|Cb,0 satisfies the assumptions of Proposition 3.2.1. Therefore, applying the
proposition to C ′ := C ′b,0 and C := Cb,0 we obtain a finite field extension L/K and a differential
equation F ′b over (Db)L having at most a meromorphic singularity at a single L-rational point of
(Db)L such that

(F ′b)|(C′b,0)L
∼= F|(C′b,0)L . (3.8)

Since there are finitely many b’s, we can find an L such that (3.8) holds for all of them.

The curve (X0)L together with the disks (Db)L form an open covering of PL with no triple
intersections. Hence, we can glue F|(X0)L with the differential equations F ′b along the (C ′b,0)L’s to
obtain the required differential equation F ′ over PL.

3.3. Reduction to the case of a free and absolutely irreducible differential module.

A differential equation F is said to be irreducible (or simple) if it has no non-trivial sub-objects
(i.e. any injective morphism of differential equations F ′ → F is either an isomorphism or zero). It
is said to be absolutely irreducible if, for every finite extension L/K, FL is irreducible.

We maintain the notations of Proposition 3.2.1. In this section, we prove that we can shrink
C = {r1 < |T | < r2} and replace K by a finite extension so that, after these operations, F and all
its sub-quotients are absolutely irreducible and free as OC-modules (cf. Lemma 3.3.3). Moreover,
we show that this property allows to assume in Proposition 3.2.1 that F is absolutely irreducible
(cf. Lemma 3.3.4).

We fix a relatively compact open sub-annulus C ′ in C such that ΓC′ ⊂ ΓC .

Definition 3.3.1. Denote by C (C ′, C) the set of open annuli C ′′ such that

i) C ′ ⊂ C ′′ ⊆ C;

ii) C ′ is relatively compact in C ′′.

Lemma 3.3.2. Conditions (a) and (b) of Proposition 3.2.1 are stable by replacing C with any other
annulus in C (C ′, C) and by scalar extension of K. Moreover, they are automatically satisfied by all
sub-quotients of F .

Proof. Firstly, (a) and (b) are stable by shrinking C by [PP15, Lemma 3.16] and Lemma ??. They
are also stable by scalar extensions of K, because so are the radii (cf. [PP15, Lemma 2.39]) the
exponents (cf. Remarks ?? and ??) and the cohomology (cf. Section ?? ).

Now, we prove that these properties pass to the sub-quotients of F .

Notice that if F ′ is a sub-quotient of F , then End(F ′) is also a sub-quotient of End(F ). Indeed,
End(F ′) is isomorphic to (F ′)∗ ⊗F ′, which is clearly a sub-quotient of F ∗ ⊗F ∼= End(F ).

(a) By definition, the radii are all spectral on ΓC . It is well known that if 0 → F1 → F2 →
F3 → 0 is an exact sequence, then the multi-set of spectral radii of F2 is the union of those of F1
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and F3. If the radii of F2 are log-affine along ΓS , then the radii of F1 and F3 have to be log-affine
too.

(b) It is known that freeness of Liouville numbers both pass to sub-quotients (cf. Lemma ?? and
item v) of Section ??). In particular the freeness of Liouville numbers of End(F ) implies that of
End(F ′).

Lemma 3.3.3. There exists a sub-pseudo-annulus C1 ∈ C (C ′, C) and a finite extension L/K such
that the irreducible sub-quotients of (F|C1

)L satisfy the following properties:

i) they are all absolutely irreducible;

ii) they are all free as OC1-modules;

iii) they all satisfy the conditions (a) and (b) of Proposition 3.2.1.

Moreover these properties still hold replacing C1 by any other C2 ∈ C (C ′, C) contained in C1 and
L by any finite extension L′/L.

Proof. Recall that a Jordan-Hölder sequence for F is a sequence of sub-objects 0 = N0 ⊂ N1 ⊂
N2 ⊂ · · · ⊂ N` = F such that for all i = 1, . . . , ` the quotient Ni/Ni−1 is irreducible. The category
of differential equations over C is Artinian and Jordan-Hölder theorem holds. Therefore, the length
`(F ) := ` of a Jordan-Hölder sequence and the multi-set of sub-quotients {Ni/Ni−1}i=0,...,` is
independent of the chosen Jordan-Hölder sequence.

Let C be the set of pairs (C ′′, L) where L/K is a finite extension in a fixed algebraic closure of
K, and C ′′ ∈ C (C ′, C). The set C is ordered as follows (C1, L1) 6 (C2, L2) if C1 ⊇ C2 and L1 ⊆ L2.

It is clear that the function (C ′′, L) 7→ `(F|C′′,L) is a non-decreasing function on C . Indeed, if
(C1, L2) 6 (C2, L2) then a Jordan-Hölder sequence over (C2, L1) induces a sequence over (C2, L2)
that is part of a Jordan-Hölder sequence. Therefore, `(F ) cannot decrease by these operations.

Moreover, since `(F ) it is upper bounded by the rank of F , there exists a pair (C1, L1) after
which the function is constant. We can therefore find (C1, L1) such that i) and ii) are fulfilled, and
iii) also holds by Lemma 3.3.2.

Recall that, if C is an abelian category, ExtC(A,B) denotes the Yoneda group of extensions
whose elements are equivalence classes of exact sequences 0→ B → • → A→ 0 in C.

If d : R → R is a derivation on a commutative ring R, we call d − Mod(R) the category of
projective R-modules M endowed with a connection ∇ : M → M satisfying the Leibniz rule with
respect to d.

Lemma 3.3.4. Let F1 and F2 be two differential modules over Gm = Spec(K[T, T−1]) and let
C ′ = {r′1 < |T | < r′2} be a standard open annulus. For i = 1, 2, set

Fi := (Fan
i )|C′ . (3.9)

Assume that the differential equation Hom(F1,F2) has finite-dimensional de Rham cohomology
over C ′. Then, the canonical map

Extd−Mod(K[T,T−1])(F1,F2) −−→ Extd−Mod(O(C))(F1,F2) (3.10)

is surjective.

Proof. Since K[T, T−1] is principal, F1(Gm) and F2(Gm) are free modules. Using [Ked10, Lemma
5.3.3] and the fact that Gm is affine, we have

Extd−Mod(K[T,T−1])(F1,F2) = H1
dR(Gm,F

∗
2 ⊗ F1) . (3.11)
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Similarly, by Corollary 1.5.14 and [Ked10, Lemma 5.3.3 and Remark 5.3.4], we have

Extd−Mod(O(C′))(F1,F2) = H1
dR(C ′,F ∗2 ⊗F1) . (3.12)

Recall also that F∗2 ⊗ F1
∼= Hom(F2,F1) and F ∗2 ⊗ F1

∼= Hom(F2,F1). Since the restriction
map O(Gm) = K[T, T−1] → O(C ′) has dense image, the result follows from Lemma 1.4.8, if K
is not trivially valued. If K is trivially valued, by item i)-(a) of Section ??, for any complete
valued extension L of K, the differential equation (Hom(F1,F2))L has finite-dimensional de Rham
cohomology over C ′L and Lemma 1.4.8 applies again.

Lemma 3.3.5. Let L1 and L2 be two sub-quotients of F . Then, Hom(L1,L2) has finite-dimensional
de Rham cohomology over C ′.

Proof. We have Hom(L1,L2) ∼= L ∗
1 ⊗ L2 which is a sub-quotient of F ∗ ⊗F ∼= End(F ). Now,

assumptions (a) and (b) of Proposition 3.2.1 ensure that End(F ) has finite dimensional de Rham
cohomology over C ′ (cf. Theorem ?? and item (i) of Section ??). The claim then follows from
Lemma 1.4.10.

The results of this sub-section gives the following reduction.

Corollary 3.3.6. In order to prove the result of Proposition 3.2.1 for some C ′, we may assume
that, for each C ′′ ∈ C (C ′, C), F|C′′ is absolutely irreducible and free over C ′′.

Proof. The required isomorphism (3.7) take place over C ′, therefore it is not restrictive to replace
C by any other annulus in C (C ′, C).

On the other hand, Lemma 3.3.3 ensures that for all C ′′ ∈ C (C ′, C) conveniently small all
sub-quotients of F are free, absolutely irreducible, and satisfy the conditions of Proposition 3.2.1.

Now, assume that for all irreducible sub-quotient G of F there exists a finite extension L/K
and a differential module G over L[T, T−1] such that G|C′L

∼= G|C′L .

There are a finite number of sub-quotients, so we can assume that the field L is the same for all
sub-quotients.

Lemma 3.3.5 ensures that the assumptions of Lemma 3.3.4 are always fulfilled by any pair of
sub-quotients of F , therefore interpreting F as a successive extension of its sub-quotients, we see
that it can be extended to a differential module over L[T, T−1].

3.4. Reduction to the case of a free completely irreducible differential module.

Definition 3.4.1. Let X be an open, closed or semi-open pseudo-annulus. A differential module F
over X is said to be completely irreducible if End(F ) has log-affine radii along ΓX and if

End(F )Robba = Id · OX . (3.13)

In this section we show that it is enough to prove Proposition 3.2.1 in the case where F is
completely irreducible and free as OC-module. More precisely, assuming that F is free and absolutely
irreducible (cf. Corollary 3.3.6), we find a positive integer d such that, if ϕd denotes the standard
ramification (cf. Section ??), the pull-back of ϕ∗d(F ) decomposes into completely irreducible sub-
modules (cf. Proposition 3.4.8) whose essential algebraicity implies the essential algebraicity of F
itself (cf. Corollary 3.4.9).

By Corollary 1.5.14, rather than working with locally free OC-modules with connection, we may
work with their global sections. That is, we may cconsider projective O(C)-modules of finite rank
F (C) together with an endomorphism ∇ : F (C)→ F (C) satisfying the Leibniz rule with respect
to the derivation d/dT . We will do so in this section.
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Completely irreducible modules enjoy the following important properties.

Lemma 3.4.2. Let Y be an open, closed or semi-open pseudo-annulus. Let F be a completely
irreducible differential equation over Y . Then

i) for any arbitrary complete valued field extension L/K, FL is completely irreducible;

ii) for any open, closed or semi-open sub-pseudo-annulus X ⊆ Y such that ΓX ⊆ ΓY , F|X is
completely irreducible;

Proof. Item i) follows immediately from the fact that the radii are invariant by scalar extension of
K. Indeed, (End(F )Robba)L = End(FL)Robba.

Item ii) follows from the fact that End(F|X) = End(F )|X , which implies that End(F|X)Robba =

(End(F )|X)Robba = (End(F )Robba)|X because the radii of End(F ) are log-affine along ΓY .

Lemma 3.4.3. Let F be a completely irreducible differential equation over C. Then F is absolutely
irreducible.

Proof. Thanks to item i) of Lemma 3.4.2 it is enough to prove that F is irreducible over K.

We have χdR(C,End(F )) = χdR(O(C)) = 0 and we can apply Proposition 1.4.14 to obtain a
decomposition F =

⊕
i Qi, where for all i all irreducible sub-quotients of the Qi are isomorphic

each other and if i 6= j, then Qi and Qj have no common irreducible sub-quotients.

However, we notice that F can not split as direct sum of two submodules. Indeed, in this case
we have two projectors that define two independent elements in H0

dR(C,End(F )), which therefore
has dimension greater than or equal to 2. This implies that the rank of End(F )Robba is at least 2.
However, this contradicts the fact that F is completely irreducible.

Therefore, all the sub-quotients of F are isomorphic the same irreducible differential module
N . It follows that F fits in an exact sequence 0 → F ′ → F → N → 0, where the sub-quotients
of F ′ are all isomorphic to N . Hence, there is a projector of π : F → F with image N . This
shows that H0

dR(C,End(F )) contains π and Id and it has dimension greater than or equal to 2. As
before, this is a contradiction, and we must have F = N . The claim follows.

Remark 3.4.4. Let F be a differential equation over an open pseudo-annulus C. If End(F ) is free
of Liouville numbers along ΓC , then χ(C,End(F )) = 0 and Proposition 1.4.14 applies to F which
is then direct sum F = ⊕iQi, where for all i all irreducible sub-quotients of the Qi are isomorphic
each other; and if i 6= j, then Qi and Qj have no common irreducible sub-quotients.

3.4.1. Trace decomposition of End(F ). Let F be a differential equation over a (open,
closed or semi-open) pseudo-annulus C which is free as OC-module.

Recall that the trace of an element ϕ ∈ End(F (C)) is defined as

tr(ϕ) =
∑
i

w∗i (vi) ∈ O(C) , (3.14)

where ϕ =
∑

i vi ⊗ w∗i in the canonical identification End(F (C)) ∼= F (C)⊗F (C)∗.

Definition 3.4.5. Denote by End0(F (C)) the sub-O(C)-module of End(F (C)) formed by the en-
domorphisms with zero trace.

For each ϕ ∈ End(F (C)), set

tϕ :=
1

r
tr(ϕ) · Id ∈ End(F (C)) (3.15)
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and

ϕ0 := ϕ− tϕ ∈ End0(F (C)) . (3.16)

The following lemma proves that the sum ϕ = ϕ0 + tϕ defines a decomposition of differential equa-
tions. We denote by ∇0 the restriction of ∇End(F (C)) to End0(F (C))

∇0 : End0(F (C))→ End0(F (C)) . (3.17)

Lemma 3.4.6. The modules End0(F (C)) and O(C) · Id are differential sub-modules of End(F (C))
and we have a decomposition of differential modules

End(F (C)) = End0(F (C))⊕ O(C) · Id . (3.18)

Proof. The fact that End0(F (C)) and O(C)·Id are differential sub-modules follows from the explicit
description of the connection (see [Ked10, Section 5.3] for instance).

The direct sum comes from the decomposition ϕ = ϕ0 + tϕ of Definition 3.4.5.

Note that in decomposition (3.18) the second summand is a trivial differential equation, hence, if
the radii of End(F ) are log-affine along ΓC , it is always included into the Robba part of End(F (C)).

3.4.2. Exponents of End(F ) and their pull-backs by standard ramification. We main-
tain the notations of Proposition 3.2.1 and Definition 3.3.1. We fix a relatively compact open sub-
annulus C ′ of C with ΓC′ ⊂ ΓC .

The results of this section can be regarded by themselves as a sort of structural theorems about
completely irreducible modules. Therefore, we now isolate the two properties that are necessary to
this section, and we will precise in each statements the assumptions we need.

(AbsC) F is absolutely irreducible and free over C;

(LC) End(F ) has log-affine radii on ΓC and it is free of Liouville numbers along it.

Notice that, by Lemma 3.3.2, condition (LC) implies (LC′′) for all C ′′ ∈ C (C ′, C) and the same
property for all sub-quotients of End(F ). The same is not necessarily true for (AbsC).

The following lemma shows that the exponent 0 appears in a unique Jordan block in the de-
composition of type Fuchs of End(F )Robba (cf. Lemma ??).

Lemma 3.4.7. Under the assumptions (AbsC) and (LC) one has:

i) for each k > 0, the spaces H0
dR(C,End(F )⊗Lk) and H1

dR(C,End(F )⊗Lk) are one-dimensional,
generated by Id⊗ 1 and by the image of 1

T Id⊗ 1 respectively (see Section ??);

ii) for i=0,1, the space Hi
dR(C,End0(F )) is zero (i.e. the connection is bijective on End0(F ));

iii) the image of ∇ : End(F ) → End(F ) is the K-subspace of endomorphisms whose trace has
residue zero.

Proof. We prove item i) by induction on k > 0. For k = 0 we have L0 = O(C). By definition, the
elements of H0

dR(C,End(F )) are the endomorphisms u : F (C) → F (C) that commute with the
connection of F (C). Since the composition of two such endomorphisms still commutes with the
connection, the sub-K-algebra K[u] ⊂ End(F (C)) generated by u is contained in H0

dR(C,End(F )).
Since the latter space is finite-dimensional, the same holds for K[u]. Hence, there exists a monic
polynomial P ∈ K[X] such that P (u) = 0.

Let K ′ be a finite extension of K where P splits: P =
∏n
i=1(X − λi), for some λ1, . . . , λn ∈ K ′.

Denoting by uK′ the endomorphism of FK′(CK′) induced by u, we have
∏n
i=1(uK′ − λi · Id) = 0,

hence, for some i ∈ {1, . . . , n}, we have Ker(uK′ − λi · Id) 6= 0. Since this kernel is a differential

45
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sub-module of FK′(CK′), it must be equal to FK′(CK′), because F is absolutely irreducible. It
follows that uK′ = λi · Id and that u is also an homothety.

This shows that H0
dR(C,End(F (C))) = Id ·K ⊂ Id ·O(C). Now, by the decomposition (3.18) it

follows that H0
dR(C,End0(F (C))) = 0, and H0

dR(C, Id · O(C)) = 1. Since End(F ) and all its sub-
quotients have log-affine radii and are free of Liouville numbers, we can apply the index Theorem ??
(cf. item (i) of Section ??). We deduce that H1

dR(C,End0(F (C))) = 0 too, and that H1
dR(C, Id·O(C))

is one dimensional. Notice that the map f ∈ O(C) 7→ f · Id ∈ Id · O(C) is an isomorphism of
differential equations, therefore H1

dR(C,End(F (C))) = H1
dR(C, Id ·O(C)) is generated by the image

of 1
T · Id.

Items ii) and iii) follows easily using the decomposition of Lemma 3.4.6.

Let us now consider the case where k > 0 in item i). We proceed by induction on k, the case
k = 0 being true.

Every element of End(F (C))⊗Lk(C) can be uniquely written as v =
∑k

i=0 αi⊗ log(T )i, where
αi ∈ End(F (C)). Then,

∇(v) = ∇(αk)⊗ log(T )k +
k−1∑
i=0

(
∇(αi) + (i+ 1)T−1αi+1

)
⊗ log(T )i . (3.19)

If ∇(v) = 0, then ∇(αk) = 0 and, for all i = 0, . . . , k − 1, we have

∇(αi) = −(i+ 1)T−1αi+1 . (3.20)

Since H0
dR(C,End(F (C))) = Id · O(C), we must have αk ∈ K · Id.

We now consider equation (3.20) in the case i = k − 1. Since H1
dR(C,End(F (C))) is one-

dimensional generated by the image of 1
T Id, we deduce that the equation can be solved if and only

if αk = 0. Indeed, otherwise −kT−1αk does not lie in the image of the connection of End(F ). We
deduce that ∇(αk−1) = 0 and hence v belongs to End(F )⊗Lk−1 ⊂ End(F )⊗Lk and we conclude
by induction. It follows that αk = αk−1 = · · · = α1 = 0 and α0 ∈ K · Id. Therefore,

H0
dR(C ′,End(F )⊗Lk) = K · Id . (3.21)

Now, by Remark ??, End(F ) ⊗Lk is free of Liouville numbers along ΓC , hence, by the index
Theorem ??, the group H1

dR(C ′,End(F ) ⊗Lk) is one-dimensional too. A computation similar to
the one above shows that ∇(v) = T−1 · Id⊗ 1 has no solutions. The claim follows.

The following proposition is the central result of this section.

Proposition 3.4.8. We maintain the assumptions (AbsC) and (LC). Then

i) There exists an integer d > 0 and an automorphism α1/d : F
∼−→ F of OC-modules (that does

not necessarily commute with the connection) with the following properties:

(a) Every exponent of End(F )Robba has multiplicity one and the set of the exponents of
End(F )Robba is

e(End(F )Robba) =
{

0,
1

d
, . . . ,

d− 1

d

}
⊂ K/Z . (3.22)

In particular, the exponents form a cyclic group of order d.
(b) We have

End(F )Robba =

d−1⊕
i=0

N (i/d) , (3.23)

where N (e) denotes the rank-one differential module associated with the equation d
dT (y) =

e
T y. Moreover, for all i ∈ Z, αi1/d is a generator of N (i/d) (here αi1/d = α1/d ◦ · · · ◦ α1/d

46



Convergence Newton polygon V: global index theorems

i-times).
(c) The integer d divides r and, if the characteristic p of the residual field of K is positive,

then d is prime to p : (d, p) = 1.

Assume that the set µd of d-th roots of unity in K contains exactly d elements.

Let C1/d := {r1/d
1 < |T̃ | < r

1/d
2 } and let ϕ : C1/d → C be the morphism x 7→ xd. This is a finite

étale Galois covering with Galois group isomorphic to µd. Then

ii) If K contains the d-th roots of unity, there exists a possibly non free irreducible differential
equation M over C1/d with the following properties:

(a) The rank of M is r/d;
(b) One has

ϕ∗F =
⊕
ξ∈µd

ξ∗M , (3.24)

and, for all ξ1 6= ξ2 ∈ µd, the differential modules ξ∗1M and ξ∗2M are not isomorphic.
(c) For each ξ ∈ µd, one has

ϕ∗ξ
∗M ∼= F . (3.25)

(d) For each ξ ∈ µd, ξ∗M is completely irreducible over C1/d.
(e) End(ξ∗M ) has log-affine radii and it is free of Liouville numbers along ΓC1/d.

iii) (Compatibility with restrictions). Assume that for all C ′′ ∈ C (C ′, C) conditions (AbsC′′) and
(LC′′) hold. Then, all the statements still hold replacing C by any C ′′ ∈ C (C ′, C) and F by
F|C′′. Moreover, for all C ′′ ∈ C (C ′, C), the module decomposition (3.24) furnished by item
ii) over C ′′ coincides with the restriction of the same decomposition over C. In particular, M
remains completely irreducible after restriction to (C ′′)1/d.

Proof. We first focus on i)-(a) and i)-(c). If F1, F2 and N are differential modules, then we have
natural morphisms of differential modules

ψN : Hom(F1,F2)⊗N
∼−−→ Hom(F1,F2 ⊗N ) (3.26)

ψ′N : Hom(F1,F2) −−→ Hom(F1 ⊗N ,F2 ⊗N ) (3.27)

where for α ∈ Hom(F1,F2), f ∈ F1, n ∈ N , we have ψN (α⊗n)(f) = α(f)⊗n, and ψ′N (α) = α⊗1.
Moreover, ψN is always an isomorphism, while ψ′N is so only if N has rank one.

By Lemma ?? and by (3.26), we deduce that the element e ∈ K (cf. Sections ?? and ??) belongs
to an exponent of End(F )Robba if, and only if, there exists a non-zero morphism F → F ⊗N (−e)
of differential modules. Such a morphism is automatically an isomorphism because F is irreducible.
Hence, in this case, the bijectivity implies that −e is also an exponent.

If e′ is another exponent, and if F
∼−→ F ⊗ N (−e′) is a corresponding isomorphism, then,

by composition and using the identification ψ′N (e′), we easily deduce an isomorphism F
∼−→ F ⊗

N (−e) ⊗ N (−e′) = F ⊗ N (−e − e′). Hence, e + e′ is an exponent. This proves that (without
counting the multiplicities) the exponents form a finite subgroup of K/Z. Necessarily, this group is
of the form {0, 1

d , . . . ,
d−1
d } for some integer d. If the residual field of K has characteristic p > 0,

then d is prime to p because, by definition, in that case one has 1
d ∈ Zp (cf. Lemma ??).

To prove that d divides r := rank(F ), we observe that an isomorphism F
∼−→ F ⊗ N (−e)

induces an isomorphism between the top exterior powers ∧rF ∼−→ ∧r(F ⊗ N (−e)). If G is the
matrix of the action of d

dT on F in a basis, then G − ( eT )Id is the matrix of the action of the
connection on F ⊗N (−e) in the corresponding basis. So, tr(G) and tr(G)− er

T are the matrices of
the connections of ∧rF and ∧r(F ⊗N (−e)) respectively. Since they are isomorphic, −er/T has to
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be the matrix of the trivial differential equation. Hence, −er is an integer. For e = 1/d, this shows
that d divides rank(F ).

It remains to show that each exponent has multiplicity 1. By Lemma ??, we have to compute the
dimension of H0

dR(C,End(F )Robba⊗N (−e)⊗Lk). In fact, we now prove that, for all k > 0, we have
dim H0

dR(C,End(F )⊗N (−e)⊗Lk) = 1. By (3.26), this is equivalent to dim H0
dR(C,Hom(F ,F ⊗

N (−e))⊗Lk) = 1. Now, a non-trivial isomorphism α : F
∼−→ F ⊗N (−e) of differential modules

permits to identify End(F ) with Hom(F ,F ⊗N (−e)) by sending an endomorphism β into α ◦ β.
Hence

H0
dR(C,Hom(F ,F ⊗N (−e))⊗Lk) ∼= H0

dR(C,End(F )⊗Lk) (3.28)

and the claim now follows from point i) of Lemma 3.4.7.

We now prove i)-(b). The decomposition (3.23) is a consequence of i)-(a) by the structure
theorem of modules of Robba type (cf. Theorem ??, and [CM97, Corollary 6.2-6]). Now, if α1/d ∈
End(F )Robba belongs to the factor N (1/d), we have ∇(α1/d) = 1/d

T α1/d and hence also

∇(αi1/d) = iαi−1
1/d∇(α1/d) =

i/d

T
αi1/d , i ∈ Z . (3.29)

Therefore, for all i ∈ Z, αi1/d generates N (i/d) in (3.23).

We now focus on ii). The map ϕ : C1/d → C is an étale Galois covering with Galois group µd
and the action of ξ ∈ µd is given by T̃ 7→ ξT̃ , where T̃ is the coordinate of C1/d. Firstly, we notice
that one has an isomorphism of differential modules End(ϕ∗(F )) ∼= ϕ∗(End(F )). The behavior by
pull-back and push-forward by ϕ of the radii is well known (cf. for instance [PP15, Lemma 3.23]).
In particular, the radii of End(ϕ∗F ) are log-affine along ΓC and

End(ϕ∗F )Robba = ϕ∗((End(F ))Robba) . (3.30)

Hence, we deduce from the decomposition (3.23) that End(ϕ∗F )Robba is a trivial differential module.
Indeed, for all k one has ϕ∗(N (k/d)) = N (0) = OC1/d . Therefore, the dimension of H0

dR(C1/d,End(ϕ∗(F )))
equals the rank of End(ϕ∗(F ))Robba and End(F )Robba.

Now, we want to define an injective group morphism Z/dZ→ H0
dR(C1/d,End(ϕ∗(F ))). Equation

(3.29) shows that ∇(T−1αd1/d) = 0, therefore there exists λ ∈ K such that T−1αd1/d = λ · Id ∈
H0

dR(C,End(F )). Up to replace K by a finite extension, we may find an element α := λ−1/dα1/d

that satisfies αd = T · Id. Let T̃ = T 1/d ∈ O(C1/d) and set:

g := T̃−1 · ϕ∗(α) = α⊗ T̃−1 ∈ End(ϕ∗F ) , (3.31)

where we have identified F with the differential module of its global sections and ϕ∗F with F⊗O(C)

O(C1/d), in which the connection is given by ∇(α⊗f) = ∇(α)⊗f+α⊗ d
dT (f) (where d

dT = T̃ 1−d

d ·
d
dT̃

,
cf. (??)).

We have gd = Id and ∇(g) = 0, i.e. g ∈ H0
dR(C1/d,End(ϕ∗F )). Moreover, for all k = 1, . . . , d−1,

we have gk 6= Id, because every element of End(ϕ∗F ) = End(F )⊗O(C1/d) can be uniquely written
as
∑d−1

k=0 βk ⊗ T̃ k, with βk ∈ End(F ). Hence, the map ρ : Z/dZ → H0
dR(C1/d,End(ϕ∗(F ))) given

by ρ(n) = gn is an injective group morphism.

By construction, this action commutes with the connection of ϕ∗F and satisfies the following
property with respect to the action of Galois group µd. For all ξ ∈ µd, we denote by [ξ] : ϕ∗F → ϕ∗F
the natural semi-linear action of the Galois group µd on the right factor of the tensor product
ϕ∗F = F ⊗ O(C1/d), which is given by

[ξ](

d−1∑
k=0

vk ⊗ T̃ k) :=

d−1∑
k=0

vk ⊗ ξkT̃ k . (3.32)
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Then, for all ξ ∈ µd, we have

gi ◦ [ξ] = ξi · ([ξ] ◦ gi) , i = 0, . . . , d− 1 . (3.33)

Notice that in the statement the (Galois) action of ξ does not have brackets [·]. In the proof we
decided to change the notation in order to distinguish the multiplication f 7→ ξ · f by the scalar ξ
from its action (3.32) as Galois.

The group of characters of Z/dZ is cyclic, of order d, generated by a character χ : Z/dZ→ K×

sending 1 to a primitive d-th root ξd of 1. The projector on the χj-typical component of ϕ∗(F ) is
then given by

πχj :=
1

d
·
∑

h∈Z/dZ

χj(h−1)h , j = 1, . . . , d. (3.34)

Since the action of Z/dZ commutes with the connection of ϕ∗F , the image of the projector is
a possibly non free differential module Mj ⊆ ϕ∗F . We then obtain d distinct differential modules
M1, . . . ,Md that are characterized by the fact that Z/dZ acts on the elements of Mj as h(x) =

χj(h) · x, h ∈ Z/dZ, x ∈ Mj . Moreover, since πχj is a projector and
∑d

j=1 πχj = Id, we have the
direct sum decomposition (3.24).

Now, it follows from (3.33) that if ξ = ξkd , then [ξ] ◦ πχj = πχj+k ◦ [ξ]. In particular, [ξ]∗(Mj) =
Mj+k. Therefore, the Galois group µd permutes transitively M1, . . . ,Md. In particular, each Mj

has rank r/d, where r := rank(F ).

We now prove that each Mj is completely irreducible. The direct image ϕ∗Mj is contained in

ϕ∗ϕ
∗F ∼=

⊕d−1
i=0 F⊗N (i/d) ∼= F d. Hence the irreducible sub-quotients of ϕ∗Mj are all isomorphic

to F . Since the rank of ϕ∗Mj is r, we deduce that ϕ∗Mj
∼= F . This implies that Mj is irreducible

for all j, since a non trivial sub-object of Mj produces a non trivial sub-object of its push-forward
ϕ∗Mj = F . Since F remains irreducible after finite scalar extension of K, so does M because its
definition commutes with scalar extension. Therefore, Mj is absolutely irreducible.

The direct sum decomposition (3.24) implies

H0
dR(C1/d,End(ϕ∗F )) =

d⊕
j=1

H0
dR(C1/d,End(Mj))⊕

⊕
i 6=j

H0
dR(C1/d,Hom(Mi,Mj)) . (3.35)

Now, the identity being an horizontal section, for all j the dimension of H0
dR(C1/d,End(Mj)) is at

least one. Since H0
dR(C1/d,End(ϕ∗F )) has dimension d, we must have H0

dR(C1/d,Hom(Mi,Mj)) = 0
for all i 6= j. In other words, Mi and Mj are not isomorphic as differential modules.

Analogously, we have

End(ϕ∗F )Robba =

d⊕
j=1

End(Mj)
Robba ⊕

⊕
i 6=j

Hom(Mi,Mj)
Robba . (3.36)

As above, we know that End(ϕ∗F )Robba has rank d and that the rank of End(Mj)
Robba is at least 1.

It follows that, for i 6= j, one has Hom(Mi,Mj)
Robba = 0 and that End(Mj)

Robba is free and it is
reduced to O(C) · Id. Therefore Mi is completely irreducible for all i.

To end the proof of ii) we observe that, for all i, End(Mj) is a sub-quotient of End(ϕ∗F ).
Therefore, Lemma 3.3.2 shows that its radii are log-affine along ΓC1/d and it is free of Liouville
numbers. Finally, iii) is straightforward. The claim follows.

Corollary 3.4.9. It is enough to prove Proposition 3.2.1 for a differential equation that is completely
irreducible and free as OC-module. 2
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Proof. We have seen in Corollary 3.3.6 that we can assume that F is absolutely irreducible and
free over C and over any C ′′ ∈ C (C ′, C). Therefore, for all C ′′, conditions (AbsC′′) and (LC′′) at
the beginning of this section are fulfilled by F and Proposition 3.4.8 holds over all C ′′.

Now, maintain the notations of Proposition 3.4.8. An explicit computation shows that push-
forward by ϕ preserves essential algebrization (cf. [Pul13, Section 4.1]). Therefore, it is clear that if
M is essentially algebrizable, then so is its push-forward F .

Notice that M is not necessarily free over C1/d, but it becomes free over any smaller annulus
relatively compact in C1/d. Therefore, up to shrinking C, we can assume that M is free. It is now
clear that it is not restrictive to assume F = M and C = C1/d. The claim follows.

3.5. Essential algebraicity of a completely irreducible module

In this section we prove the essential algebraicity of a completely irreducible module. Let C is a
standard open annulus and C ′ ⊂ C is a relatively compact open sub-annulus such that ΓC′ ⊂ ΓC . As
in the above section, we precise that the only property we need in the following claims is the fact that
F is an completely irreducible differential module over C. In particular, as in the above sections,
we do not require the affinity of the radii of F nor the finiteness of its cohomology. However, for
all C ′′ ∈ C (C ′, C), F automatically satisfies the properties (AbsC′′) and (LC′′) of Section 3.4.2.

In the proofs of this section we will work explicitly with the matrix of the connection of End(F ).
We recall that, for any (open or closed) annulus X on which F is free, one may compute explicitly
the connection on End(F (X)) in terms of the connection on F (X). To do so, let us fix a basis
of F (X) as an O(X)-module. Then, there exists a matrix G ∈Mr(O(X)) such that the connection
of F is given by ∇ = d

dT + G. Thanks to the basis, one may identify each element of End(F (X))
to a square matrix M ∈Mr(O(X)). The connection then acts by

∇End(F (X))(M) =
d

dT
(M) +GM −MG . (3.37)

In the following, we will fix a basis of F (X) and identify End(F (X)) to Mr(O(X)).

If X is a closed annulus in C we will endow End(F (X)) with the norm ‖·‖X that is equal to the
maximum of the sup-norms of the coefficients of the matrix. The space End(F (X)) then becomes
a Banach space.

We also consider perturbation of the connection of F as follows. For each H ∈ Mr(O(X)),
denote by FH(X) the differential equation on F (X) with connection

∇H := ∇+H =
d

dT
+G+H . (3.38)

Now, we will prove that, under suitable hypotheses on H, the differential module FH(C ′) is
isomorphic to F (C ′). The isomorphism is obtained by a recursive process based on the following
result.

Theorem 3.5.1 ([CM01, Théorème 4.1-1]). Let A be a possibly non-commutative Q-algebra. Let
n > 1. Let ‖.‖ : A → R>0 be an ultrametric norm on A and let ∇ : A → A be a derivation. Let a0

be a unit in A and let a1, . . . , an, c ∈ A such that

∇(ai) = ai−1 · c , for all i = 1, . . . , n . (3.39)

Let ρ > 0 such that

‖i!ai‖ 6 ρi , for all i = 1, . . . , n . (3.40)

Let V be the Q-subspace of A generated by the commutators [x, y] = xy − yx, for x, y ∈ A, and by
the sub-algebra Q[a0, . . . , an].
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There exists Pn+1 ∈ Q[a0, . . . , an] and Rn+1 ∈ V such that

an · c = ∇(Pn+1) +Rn+1 (3.41)

‖(n+ 1)!Pn+1‖ 6 ρn+1 (3.42)

‖(n+ 1)!Rn+1‖ 6 ρn‖c‖ . (3.43)

2

The following lemma is the reason why we need a completely irreducible differential module.

Lemma 3.5.2. Let Y be an open annulus and let G be a completely irreducible differential equation
over Y . Then, for any open or closed sub-annulus X ⊆ Y with ΓX ⊆ ΓY the connection (cf. (3.17))

∇0 : End0(G (X))
∼−−→ End0(G (X)) (3.44)

is bijective. Moreover, if X is a closed sub-annulus of Y , one has

‖∇−1
0 ‖X < +∞ . (3.45)

Proof. By Lemma 3.4.2, G|X is completely irreducible. Therefore, the radii of End0(G ) are log-affine
and spectral non solvable along ΓX . Hence, by Proposition 1.7.1, the connection (3.44) is bijective.

If K is non trivially valued, (3.45) follows from Banach’s open mapping theorem (see [Sch02,
Corollary 8.7]).

If K is trivially valued, we consider a complete non-trivially valued field extension L/K. By
Lemma 3.4.2, GL remains completely irreducible over XL. Indeed, End0(G (XL)) = End0(G (X))L.
Now, we consider the following diagram:

End0(G (X))L
(∇0)L
∼
// End0(G (X))L

End0(G (X))

OO

∇0

∼
// End0(G (X))

OO
(3.46)

Vertical arrows are injective and isometric by Proposition ??. Therefore, ∇−1
0 is bounded. The claim

follows.

Proposition 3.5.3. Let C ′′ ∈ C (C ′, C) and let X be the smallest closed annulus containing C ′′.7

Then, there exists a constant γ > 0 (that depends on F and on X) satisfying the following property:
for each H ∈Mr(O(C)) such that

i) ‖H‖X 6 γ,

ii) tr(H) has residue zero,

the differential equations F and FH are isomorphic over C ′.

Proof. We denote by ∇ and ∇0 the connections of End and End0 respectively. They may act over
C, C ′ or some intermediate annulus, if needed we will specify the space on which they act.

We fix ρ ∈ ]0, ω[ (cf. (0.1)). For all n > 1 we have

ρn

|n!|
< 1 and lim

n→+∞

ρn

|n!|
= 0. (3.47)

7In this proposition it is actually crucial that X −C′ is disjoint union of two closed annuli whose skeletons are (both)
not reduced to a point.
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Let H ∈ Mr(O(C)). The condition expressing that there exists an isomorphism between ∇ =
d
dT + G and ∇H = d

dT + G + H over C ′ is the existence of an invertible matrix M ∈ GLr(O(C ′))
such that

d

dT
M +GM −M(G+H) = 0 , (3.48)

that is

∇End(F (C′))(M) = MH . (3.49)

We are going to find a matrix M in the form M =
∑

n>0Mn, with Mn ∈ Mr(O(C)), M0 = Id
and, for all n > 0,

∇End(F (C))(Mn+1) = MnH . (3.50)

Denote by A the smallest closed sub-annulus of C containing C ′. We consider the decomposition
End(F (C)) = Id ·O(C)⊕End0(F (C)) (cf. (3.18)). By Lemma 3.5.2, the connection ∇0 (cf. (3.17))
is bijective on End0(F (C)) and End0(F (A)) and it satisfies

β := ‖∇−1
0 ‖A < +∞ . (3.51)

However, the connection of the trivial differential equation Id ·O(C) is not bijective over closed
annuli, it is bijective only over open annuli. For this reason, we need the following

Lemma 3.5.4. Let U be the image of the connection of End(F (C)), that is, the space of matrices
whose trace has residue zero.8 Let C ′′ ∈ C (C ′, C) and let X be the smallest closed annulus containing
C ′′. Then, there exists a constant α > 0 such that, for each H ∈ U , there exists M1 ∈ End(F (C))
such that

i) ∇(M1) = H = M0H;

ii) ‖M1‖A 6 α‖H‖X .

Proof. Let H ∈ U . Write H = H0 + tH as in (3.4.5). We have just proved that there exists
(M1)0 ∈ End0(F (C)) such that ∇((M1)0) = H0 and ‖(M1)0‖A 6 β‖H0‖A. Of course, for each
closed annulus X containing A, we also have ‖(M1)0‖A 6 β‖H0‖X .

Now, the map f · Id 7→ f identifies O(C) · Id with O(C) and the connection ∇ corresponds to
d/dT (i.e. ∇(f · Id) = f ′ · Id).

Let A and X be as in the statement. If we write A = {r1 6 |T | 6 r2}, then X = {r′1 6 |T | 6 r′2}
with r′1 < r1 < r2 < r′2.

Let f =
∑

i∈Z,i 6=−1 aiT
i ∈ O(C). We denote by I(f) the primitive of f with zero constant term,

i.e.
∑

k 6=0 ak−1
Tk

k . We have

‖I(f)‖A = max

(
sup
k<0

(|ak−1|rk1/|k|) , sup
k>0

(|ak−1|rk2/|k|)
)

(3.52)

6 max

(
sup
k<0

(|ak−1|r′1
k
/|k|) · sup

k<0
((r1/r

′
1)k) , sup

k>0
(|ak−1|r′2

k
/|k|) · sup

k>0
((r2/r

′
2)k)

)
(3.53)

6 m · ‖f‖X , (3.54)

where m only depends on A and X.

8Notice that item (iii) of Lemma 3.4.7 holds because F is a completely irreducible module and therefore it satisfies
the properties (AbsC) and (LC) of Section 3.4.2.

52



Convergence Newton polygon V: global index theorems

Now, set M1 := (M1)0 + I(tH). Clearly, one has ∇(M1) = H and

‖M1‖A 6 max
(
‖(M1)0‖A, ‖I(tH)‖A

)
(3.55)

6 max
(
β · ‖H0‖A,m · ‖tH‖X

)
(3.56)

6 max(m,β) ·max
(
‖H0‖X , ‖tH‖X

)
. (3.57)

To conclude, it is enough to prove that there exists q > 0 such that, for each N ∈ End(F (X)),
we have

max(‖N0‖X , ‖tN‖X) 6 q‖N‖X , (3.58)

where N = N0 + tN is, as usual, the decomposition in (3.18).

Choose a norm ‖ · ‖′X on End(F (X)) coming from a basis adapted to the decomposition
End(F (X)) = End0(F (X)) ⊕ O(X) · Id. By [Ked10, Lemma 1.3.3], this norm is equivalent to
the norm ‖ · ‖X , hence there exists q1, q2 > 0 such that, for each N ∈ End(F (X)), we have

q1‖N‖X 6 ‖N‖′X 6 q2‖N‖X . (3.59)

It follows that, for each N ∈ End(F (X)), we have

max(‖N0‖X , ‖tN‖X) 6 1/q1 max(‖N0‖′X , ‖tN‖′X) = 1/q1 ‖N‖′X 6 q2/q1 ‖N‖X , (3.60)

where max(‖N0‖′X , ‖tN‖′X) = ‖N‖′X by the choice of the basis. The claim follows.

We come back to the proof of Proposition 3.5.3. We are now ready to initialize our induction.
Let us set X as in the statement. Firstly, we set

γ = ρ ·min(α−1, β−1) . (3.61)

Now, assume that tr(H) has residue zero and that ‖H‖X 6 γ. We first find a solution to (3.50)
for n = 0. Since tr(H) has residue zero, by assumption, there exists M1 ∈ Mr(O(C)) such that
∇(M1) = H = M0H and

‖M1‖A 6 α · ‖H‖X 6 ρ . (3.62)

We now proceed by induction and assume that we have already constructedM0, . . . ,Mn ∈ End(O(C))
such that, for all i = 1, . . . , n, we have

∇(Mi) = Mi−1H (3.63)

and

‖i!Mi‖A 6 ρi . (3.64)

Note that formula (3.37) shows that ∇ defines a derivation on the algebra End(F (C)) 'Mr(O(C)).
By Theorem 3.5.1, for each n > 1, we can write MnH as

MnH = ∇(Pn+1) +Rn+1 , (3.65)

where Rn+1 lies in the space generated by the commutators of End(F (C)) and

‖Pn+1‖A 6
ρn+1

|(n+ 1)!|
, ‖Rn+1‖A 6

ρn

|(n+ 1)!|
. (3.66)

In particular, the trace of Rn+1 is zero (i.e. Rn+1 ∈ End0(F (C))), hence there exists Qn+1 ∈
End0(F (C)) such that

∇(Qn+1) = Rn+1 . (3.67)

and

‖Qn+1‖A 6 β · ‖Rn+1‖A. (3.68)
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The matrix Mn+1 = Pn+1 +Qn+1 satisfies

∇(Mn+1) = MnH (3.69)

and Theorem 3.5.1 furnishes the estimation

‖Mn+1‖A 6 max
(
‖Pn+1‖A, ‖Qn+1‖A

)
(3.70)

6 max
( ρn+1

|(n+ 1)!|
, β‖Rn+1‖A

)
(3.71)

6 max
( ρn+1

|(n+ 1)!|
, β

ρn

|(n+ 1)!|
‖H‖A

)
(3.72)

6
ρn+1

|(n+ 1)!|
, (3.73)

because ‖H‖A 6 ‖H‖X 6 γ.

The series
∑

n>0Mn is therefore convergent in Mr(O(A)) by (3.73). Moreover

M = Id +
∑
n>1

Mn (3.74)

is invertible in Mn(O(A)), because ‖
∑

n>1Mn‖A 6 maxn>1(ρn/|n!|) < 1. The desired equal-
ity (3.48) now follows from an easy computation.

Corollary 3.5.5. Proposition 3.2.1 holds for a completely irreducible and free differential equation
over C.

Proof. By Corollary 3.4.9 we can assume that F is completely irreducible. We are therefore in the
settings of this subsection. In a basis, F is given by d

dT +G with G =
∑

n∈ZGn · Tn ∈Mr(O(C)).
For all integer k > 0 set G[−k,k] :=

∑
n/∈[−k,k]GnT

n and Hk := G − G[−k,k]. The trace of Hk has a
residue equal to zero. Moreover, if X is a closed sub- annulus of C, then for k → +∞ the norm of
‖Hk‖X goes to zero. Therefore, Proposition 3.5.3 applies and F is isomorphic to d

dT +G[−k,k].

Remark 3.5.6. Let us maintain the notations of Proposition 3.2.1. If the valuation of K is trivial
and if C ′ = {r′1 < |T | < r′2}, with r′1 < 1 < r′2, then O(C ′) = K[T, T−1] (cf. Remark ??), hence the
claim is trivial. If r′1 < r′2 6 1, then O(C ′) = K((T )) and Proposition 3.2.1 implies the essential
surjectivity of Katz’s canonical functor [Kat87, Theorem 2.4.10], up to finite scalar extensions of
K.

If the valuation of K is not trivial, Proposition (3.2.1) provides (up to finite scalar extension
of K) the essential surjectivity of the restriction functor associating to a differential module over
K[T, T−1] its restriction to O(C ′). However, the restriction is not an equivalence as in the Katz’s
context. For instance, if the residual field of K has positive characteristic p, it is known since
Dwork that if π satisfies πp−1 = −p, then the equations T d

dT −
π
T and T d

dT −
π
T p are isomorphic

over an annulus of the form {r < |T | < 1} for some r < 1. This is due to the fact that the
exponential exp(π(T−p − T−1)) is overconvergent. However, the two equations are not isomorphic
over K[T, T−1], since an isomorphism over K[T, T−1] implies an isomorphism over K((T )), but
this is absurd because they have different irregularities, zero and p, at T = 0.

There is actually an analogous of Katz’s canonical extension due to Matsuda [Mat02] and it is
no coincidence the fact that a Frobenius structure is required in that case. Indeed, the Frobenius
structure implies our condition on the exponents.
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3.6. Curves with boundary

In the next section we need to extend the definition of essential algebraizability to all finite curves.

Definition 3.6.1 (Essential algebraizability). Let X be a finite curve, Z0 ⊂ X a finite set of rigid
points in X and F a differential equation on X with meromorphic poles at Z0. For each boundary
point x ∈ ∂X, we consider an elementary tube Vx in X − Z0 centered at x that is adapted to
End(F)|X−Z0

(cf. Definition 1.3.1). We set

Y := X −
⋃
x∈∂X

Vx . (3.75)

We say that F is essentially algebraizable if F|Y is.

Lemma 3.6.2. The definition is independent of the choices of the Vx’s.

Proof. Let {V ′x}x∈∂X be another choice and set Y ′ := X −
⋃
x∈∂X V

′
x. We have to prove that F|Y is

essentially algebrizable if and only if so is F|Y ′ . By definition, V ′′x := Vx∩V ′X is again an elementary
tube in X − Z0 centered at x that is adapted to End(F)|X−Z0

. Therefore, we have a third curve
Y ′′ := X −

⋃
x∈∂X V

′′
x = Y ∪ Y ′ obtained with the same process. Hence, we can replace Y ′ with Y ′′

and assume Y ⊆ Y ′.
The essential algebraizability of F|Y ′ clearly implies that of F|Y .

On the other hand, the essential algebraizability of F|Y implies that of F|Y ′ . Indeed, Y ′ − Y is
a finite union of virtual open disks Di on which the radii of End(F) are constant and on which
Corollary 3.1.9 holds. Now, F being essentially algebrizable on each Di and on Y , it is essentially
algebrizable on the disjoint union Y t (

⊔
iDi) = Y ′. The claim follows.

3.7. A first application to the finiteness of the cohomology

Lemma 3.7.1. Let X be a finite curve, Z be a finite set of rigid points in X and F be a differential
equation with meromorphic singularities at Z.

For each b ∈ ∂oX, let Cb be an open pseudo-annulus whose skeleton (suitably oriented) repre-
sents b. Assume that the Cb’s are disjoint and do not meet Z.

For each b ∈ ∂oX, let C ′b be an open sub-pseudo-annulus of Cb with ΓC′b ⊆ ΓCb. Assume that,
for all i, the restriction morphism

Hi
dR(Cb,F|Cb)

∼−−→ Hi
dR(C ′b,F|C′b) (3.76)

is an isomorphism,

For each b ∈ ∂oX, denote by C∞b the connected component of Cb − C ′b containing b.9 Set X ′ :=
X −

⊔
C∞b . Then, for all i, the restriction morphism

Hi
dR(X(∗Z),F)

∼−−→ Hi
dR(X ′(∗Z),F) (3.77)

is an isomorphism too.

Proof. Set C :=
⊔
bCb and C ′ :=

⊔
bC
′
b. Then {X ′, C} is an open covering of X. The result now

follows from the Mayer-Vietoris exact sequence

· · · → Hi
dR(X(∗Z),F)→ Hi

dR(X ′(∗Z),F)⊕Hi
dR(C,F)→ Hi

dR(C ′,F)→ Hi+1
dR (X(∗Z),F)→ · · ·

(3.78)

9It may be the empty set.
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Remark 3.7.2. The assumptions of Lemma 3.7.1 are fulfilled for instance in the following cases :

i) for each b, F has log-affine radii along ΓCb and is free of Liouville numbers along it;

ii) for each b, F has log-affine radii along ΓCb and it satisfies (Fin)Cb.

More general conditions can be expressed using absolute indexes.

Theorem 3.7.3. Let P be the analytification of a smooth connected projective curve over K. Let Z ′

be a finite set of rigid points of P . Let F be a differential equation on P with meromorphic poles
at Z ′.

Let X ′ be an open subset of P that is a finite curve and such that g(X ′) = g(P ). Set Z := Z ′∩X ′.
Assume that, for each b ∈ ∂oX ′, F has log-affine radii and is free of Liouville numbers along b.
Then, the cohomology spaces H•dR(X ′(∗Z),F|X′) are finite-dimensional and we have

χdR(X ′(∗Z),F|X′) = χc(X
′ − Z) · rank(F|X′)− IrrX′−Z(F ) . (3.79)

Proof. For each b ∈ ∂oX ′, let C ′b be an open pseudo-annulus whose skeleton represents b. Up to
restricting it, we may assume that C ′b∩Z ′ = ∅ and that F has log-affine radii and is free of Liouville
numbers along ΓC′b . We may assume that the C ′b’s are disjoint.

Let b ∈ ∂oX ′. There exists a unique connected component of P − X ′ that meets the closure
of C ′b. It is either a virtual closed disk or a point of type 1 or 4. We denote it by E′b. The union
D′b := E′b ∪ C ′b is a virtual open disk.

Set C ′ :=
⊔
bC
′
b and D′ :=

⊔
bD
′
b. Then, {X ′, D′} is a covering of P and we have X ′ ∩D′ = C ′.

Let us consider the Mayer-Vietoris long exact sequence (1.21) for the meromorphic cohomology
groups H•dR(−(∗Z ′),F):

· · · → Hi
dR(P (∗Z ′),F)→ Hi

dR(D′(∗Z ′),F|D′)⊕Hi
dR(X ′(∗Z ′),F|X′)→ Hi

dR(C ′(∗Z ′),F|C′)→ · · ·
(3.80)

By Corollary ??, the spaces H•dR(C ′(∗Z ′),F|C′) = H•dR(C ′,F|C′) are finite dimensional and we have
χdR(C ′,F|C′) = 0. By Corollary ??, the spaces H•dR(P (∗Z ′),F) are finite dimensional and we have
χdR(P (∗Z ′),F) = χc(P − Z ′) · rank(F)− IrrP−Z′(F).

Since P is projective, each D′b is relatively compact in P . Using that fact that F is free around the
boundary point of D′b and on each closed sub-disk of D′b, we deduce that F(D′b) is a free O(D′b)[∗(Z ′∩
D′b)]-module. Hence, by Corollary ?? and Theorem ??, the cohomology spaces H•dR(D′(∗Z ′),F|D′)
are finite dimensional too and

χdR(D′(∗Z ′),F|D′) = χc(D
′ − Z ′) · rank(F)− IrrD′−Z′(F) + χabs

bD′
(FRobba
|CbD′

) , (3.81)

where bD′ is the germ of segment at the open boundary of D′ and CbD′ = Cb′ . Again, by Corollary ??,

we have χabs
bD′

(FRobba
|CbD′

) = 0.

It follows from (3.80) that the cohomology spaces H•dR(X ′(∗Z ′),F|X′) are finite dimensional too.
In addition, the Mayer-Vietoris sequence also gives

χdR(X ′(∗Z ′),F|X′) + χdR(D′(∗Z ′),F|D′)− χdR(C ′,F|C′) = χdR(P (∗Z ′),F) . (3.82)

Now, by Proposition 2.1.12, we have IrrP−Z′(F) = IrrX′(F|X′) + IrrD′−Z′(F|D′)− IrrC′(F|C′) and,
by [PP13, Corollary 1.1.55], we have χc(P − Z ′) = χc(X

′ − Z ′) + χc(D
′ − Z ′) − χc(C ′ − Z ′). The

claim follows from the fact that Z ′ ∩ C ′ = ∅, which implies that χc(C
′ − Z ′) = χc(C

′) = 0, and
IrrC′(F|C′) = 0.

Corollary 3.7.4. Let X, P , Z, F be as in Theorem 3.1.4.

For each b ∈ ∂oX, let Cb be an open pseudo-annulus whose skeleton (suitably oriented) repre-
sents b. Assume that the Cb’s are disjoint and do not meet Z.
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For each b ∈ ∂oX, let C ′b be a relatively compact open sub-pseudo-annulus of Cb with ΓC′b ⊆ ΓCb
and denote by C∞b the connected component of Cb − C ′b containing b. Set

X ′ := X −
⊔
C∞b . (3.83)

For each b ∈ ∂oX, assume that F has log-affine radii and is free of Liouville numbers along ΓC′b.
Then, the cohomology spaces H•dR(X ′(∗Z),F|X′) are finite-dimensional and (3.79) holds.

Proof. By Theorem 3.1.4, there exists a finite extension L/K such that (FL)|X′L is algebrizable
in PL: there exists a finite subset of rigid points Z ′ ⊂ PL with Z ′ ∩ X ′L = ZL and a differential
equation F ′ on PL with meromorphic poles at Z ′ such that F ′|X′L

∼= (FL)|X′L .

By faithful flatness of L over K, the spaces H•dR(X ′(∗Z),F) are finite dimensional if, and only if,
so are the spaces H•dR(X ′L(∗ZL),FL) and, in this case, we have χdR(X ′(∗Z),F) = χdR(X ′L(∗ZL),FL).
Note also that the right hand side of (3.79) is invariant by scalar extension, so it is enough to prove
the result for X ′L. Since having log-affine radii and being free of Liouville numbers is preserved by
scalar extension, the result now follows from Theorem 3.7.3.

Remark 3.7.5. Notice that:

i) No Liouville condition are required at the germs of segments out of points of Z;

ii) In (3.79) one has χc(X
′−Z) = χc(X −Z) and that IrrX′−Z(F) = IrrX−Z(F) by affineness of

the radii of F along ΓCk .

Remark 3.7.6. There is a generalized version of Theorem 3.1.4 and Corollary 3.7.4 where one
allows boundary to X and one proves that H•dR(P (∗Z),F) is finite dimensional if and only if so is
H•dR(X ′(∗Z),F ). Now, in this paper we systematically exclude the boundary by assuming that the
radii of the equation are spectral non solvable there in order to apply Corollary 1.7.3. Equations
with solvable radii at the boundary are not investigated, although in some cases such equations may
have finite dimensional cohomology. The generalization of Corollary 3.7.4 may be actually useful in
that context. However, the statement becomes more technical and we prefer the simplified version.

4. Index of differential equations over finite curves

In this section, we apply the material we have previously developed to prove some index results for
differential equations over finite curves.

The class of differential equations considered here is the family of differential equations F over a
finite curve X with a finite number of meromorphic singularities, having spectral non-solvable radii
at the points of the boundary ∂X of X and that are strongly free of Liouville numbers at the germs
of segments at the open boundary ∂oX of X (cf. Definition ??). Notice that we do not necessarily
require log-affinity of the radii at the open boundary.

For this class, we obtain necessary and sufficient conditions for the finite dimensionality of the
de Rham cohomology together with index formulas. We provide two criteria relating the finiteness
of the cohomology of the equation to the behavior of its radii of convergence functions (cf. Theorem
4.1.1).

More specifically, the first criterion asserts that the cohomology is finite dimensional if, and only
if, the total height of the convergence Newton polygon of the equation is a log-affine function at
every germ of segment at the open boundary of X. In this case, we obtain an index formula in
the Grothendieck-Ogg-Shafarevich style (cf. Formula (4.3)), where the index of the equation equals
the characteristic of the curve multiplied by the rank of the equation minus the global irregularity
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defined in Section 2.

Together with this description, we also derive another criterion asserting that, when the skeleton
ΓS is a finite union of intervals, the cohomology is finite dimensional if, and only if, the virtual local
indexes χ(x,ΓS ,F ) vanish at almost all points x of S. In this case, we obtain a second index formula
(cf. Formula (4.29)) expressing the index as the sum of the virtual local indexes χ(x,ΓS ,F ). This
second criterion will be relevant in Section 5, where we consider general quasi-smooth K-analytic
curves.

We also provide some comparison results between meromorphic and analytic cohomologies under
further non-Liouville conditions at the meromorphic singularities (cf. Corollary ??). This compar-
ison is interesting because it asserts in particular that any analytic solution of the equation is
actually meromorphic around a meromorphic singularity (cf. Remark 4.1.3).

The affinity assumption on the radii required by the first criterion arises automatically in three
situations:

i) around a meromorphic singularity (cf. Lemma ??);

ii) in a relatively compact situation (cf. Section 4.2);

iii) if the equation is overconvergent (cf. Section 4.3).

If the curve is compact or affinoid, the overconvergent case can be seen as a particular case of
the relatively compact case (cf. Remark 4.3.3). Moreover, in the overconvergent case our finiteness
results hold without the assumption about the spectral non-solvability of the radii of F at the
boundary of X. Indeed, the theory of overconvergent differential equations behaves as if X had no
boundary (cf. Remark 4.3.1).

4.1. Differential equations on finite curves

In this section we establish a first index result for finite curves. Recall that we provided criteria
characterizing finite curves in [PP13, Section 1.1.9].

Let X be a finite curve, Z ⊆ X a finite set of rigid points in X and F a differential equation
on X with meromorphic singularities at Z. We set

Y := X − Z and F := F|Y . (4.1)

Clearly, Y is a finite curve too and ∂X = ∂Y . Moreover ∂oY = ∂oX ∪ {bz , z ∈ Z}, where, for
each z ∈ Z, bz is the germ of segment out of the point z.

For each point x ∈ Y we have a maximal tube Vm(x,F ) centered at x and a set of singular
directions Singm(x,F ) out of x (cf. Definition 1.3.12). We set

Singm(∂Y,F ) :=
⋃
x∈∂Y

Singm(x,F ) . (4.2)

We will use below the notions of virtual local indexes χ(x,ΓS ,F ) (cf. Definition 2.2.1 and Section
2.2.4), of equation free of Liouville numbers at a a germ of segment (cf. Definition ?? and Section
??) and of quasi-finite graph (cf. [PP13, Definition 1.1.32]).

The following theorem is our main result.

Theorem 4.1.1. Let X, Z, Y , F , F as above.

Assume that

i) for each x ∈ ∂Y , the radii of F are all spectral non-solvable at x;
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ii) for each b ∈ Singm(∂Y,F ) ∪ ∂oX, F is strongly free of Liouville numbers along b.10

Then, the following conditions are equivalent:

a) for each i > 0, the meromorphic de Rham cohomology space Hi
dR(X(∗Z),F) is finite-dimensional;

b) F has well-defined irregularity11.

Moreover, when these properties hold, we have the index formula

χdR(X(∗Z),F) =
n∑
i=1

(
χc(Yi) · rank(F|Yi)

)
− IrrY (F ) , (4.3)

where Y1, . . . , Yn are the connected components of Y .12

Let S be a pseudo-triangulation of Y such that ΓS is quasi-finite and meets every connected
component of Y .13 Then a) and b) are also equivalent to

c) there exists a finite subset F of ΓS such that, for each x ∈ ΓS − F , one has

χ(x,ΓS ,F ) = 0 . (4.4)

When it holds, we have

χdR(X(∗Z),F) =
∑
x∈ΓS

χ(x,ΓS ,F ) . (4.5)

If, moreover, S is adapted to F (cf. Definition 2.2.5), the previous conditions are also equivalent to

d) there exists a finite subset F of S such that, for each x ∈ S − F , one has

χ(x,ΓS ,F ) = 0 . (4.6)

When it holds, we have

χdR(X(∗Z),F) =
∑
x∈S

χ(x,ΓS ,F ) . (4.7)

Proof. We split our proof into several steps.

Equivalence between b), c) and d). The points b), c) and d) actually concern F and Y .
Therefore, their equivalence follows from Proposition 2.2.8. Hence, we only have to prove the equiv-
alence between (a) and (b) and that, when they are satisfied, formula (4.3) holds.

Reduction to the case where X is connected and without boundary. All the quantities
being additive on the connected components of X, we can assume X connected. In this case, the
rank of F is a constant function on Y and the right hand side of (4.3) then becomes χc(Y ) ·
rank(F )− IrrY (F ). Set r := rank(F ).

Let S be a pseudo-triangulation of Y . By definition, for each x ∈ ∂Y , the connected components
of Vm(x,F )− {x} are virtual open disks. As a consequence, the set

Sm := S −
⋃
x∈∂Y

(
Vm(x,F )− {x}

)
(4.8)

is still a pseudo-triangulation of Y . From now on, we fix this pseudo-triangulation and compute the
radii of convergence of F with respect to it. Again by definition, for each x ∈ ∂Y , Vm(x,F ) is an

10Notice that no Liouville condition are required at the germs of segments out of the points of Z.
11see Section 2.1.1. Note that this condition is always satisfied if K is trivially valued
12If X1, . . . , Xm are the connected components of X, we have m = n and Yi = Xi − Z for all i.
13We do not assume that S is also a pseudo-triangulation of X (cf. Remark 2.2.6).
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elementary tube centered at x that is adapted to F (cf. Definition 1.3.1). Recall that ∂X = ∂Y
and set

X0 := X −
⋃
x∈∂X

Vm(x,F ) and Y0 := Y −
⋃
x∈∂X

Vm(x,F ) . (4.9)

We have Y0 = X0 − Z.

The right hand side of the index formula (4.3) only involves F and Y . Therefore, we are allowed
to apply Proposition 2.1.14: F|Y0 has well-defined irregularity if, and only if, so has F and, in this
case, we have

χc(Y ) · r − IrrY (F ) = χc(Y0) · r − IrrY (F|Y0) . (4.10)

On the other hand, by Corollary 1.7.3, we have a canonical isomorphism

Hi
dR(X(∗Z),F)

∼−−→ Hi
dR(X0(∗Z),F|X0

) . (4.11)

Now, by Remark 1.7.4, X0 is a finite disjoint union of connected finite curves without boundary
that satisfy the conditions of the statement. We may now assume that X is connected and without
boundary.

Equivalence between a) and b) for X connected and without boundary. If X is pro-
jective, the claim follows from Proposition 1.5.17.

Let us now assume that X is not projective. By Theorem 1.2.2, it is cohomologically Stein. For
each b ∈ ∂oX, let Cb be an open pseudo-annulus in X whose skeleton (suitably oriented) represents b.
We may assume that the Cb’s are disjoint and that Z ∩ Cb = ∅.

By assumption ii), F is free of Liouville numbers at every germ of segment at the open boundary
of X. This ensures that, for each b ∈ ∂oX, we can find an open relatively compact sub-annulus C ′b
of Cb such that F|C′b has log-affine radii along ΓC′b and is free of Liouville numbers along it.

The complement Cb − C ′b has two connected components. We call C∞b the one that contains b.
Set

C∞ :=
⋃

b∈∂oX
C∞b . (4.12)

The curve X ′ := X−C∞ is open, relatively compact in X and each element of its open boundary
is represented by the skeleton (suitably oriented) of one and only one element of the family {C ′b}b.
Moreover, F is free of Liouville numbers at its open boundary.

Now, again by assumption ii), End(F ) is also free of Liouville numbers at every germ of segment
at the open boundary of X. Therefore, we can construct in a similar way another open relatively
compact subset Xe of X such that End(F ) is free of Liouville numbers at its open boundary.
Moreover, we may construct it in such a way that Xe contains X ′ as an open and relatively compact
subset.

By Lemma 3.1.2, Xe admits an open embedding into a projective curve P such that P − Xe

is a disjoint union of virtual closed disks. The equation End(F|Xe) is free of Liouville numbers at
the open boundary of Xe. All the assumptions of Corollary 3.7.4 are now satisfied, with X replaced
by Xe.

It follows that the cohomology spaces Hi
dR(X ′(∗Z),F|X′) are finite dimensional and that we have

χdR(X ′(∗Z),F|X′) = χc(Y
′) · rank(F)− IrrY ′(F), (4.13)

where Y ′ := X ′ − Z. Notice that χc(Y
′) = χc(Y ) because Y ′ is obtained from Y by shrinking the

open boundary.
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For each b, we now consider C+
b := C ′b ∪ C∞b and set

C+ :=
⋃
b

C+
b and C ′ :=

⋃
b

C ′b . (4.14)

Each C+
b is an open pseudo-annulus at the open boundary of X and we have C+ ∩ X ′ = C ′. We

then consider the Mayer-Vietoris long exact sequence for the open covering {X ′, C+} of X:

· · · → Hi−1
dR (C ′,F)→ Hi

dR(X(∗Z),F)→ Hi
dR(X ′(∗Z),F)⊕Hi

dR(C+,F)→ Hi
dR(C ′,F)→ · · ·

(4.15)

By Corollary ??, the cohomology spaces Hi
dR(C ′,F|C′) are finite dimensional and we have

χdR(C ′,F|C′) = 0. It follows that the spaces Hi
dR(X(∗Z),F) are finite dimensional if, and only

if, so are the spaces

Hi
dR(C+,F) =

⊕
b∈∂oX

Hi
dR(C+

b ,F) . (4.16)

By Corollary ??, for each b ∈ ∂oX, the spaces Hi
dR(C+

b ,F) = Hi
dR(C+

b ,F ) are finite dimensional
if, and only if, F|C+

b
has well-defined irregularity.

The equivalence between a) and b) follows.

Proof of (4.3). Assume now that a) and b) hold. This implies that, for each b ∈ ∂oX, by
choosing Cb close enough to the boundary of X, we may assume that IrrCb(F ) = IrrC′b(F ) = 0. By
Theorem 1.4.9, it follows that the restrictions

Hi
dR(Cb,F )

∼−−→ Hi
dR(C ′b,F ) , (4.17)

are isomorphisms for all i. Hence, by Lemma 3.7.1, the restrictions Hi
dR(X(∗Z),F)

∼−→ Hi
dR(X ′(∗Z),F)

are isomorphisms for all i too, and in particular χdR(X(∗Z),F) = χdR(X ′(∗Z),F).

On the other hand, the fact that F has well-defined irregularity implies that IrrY (F ) =
IrrY ′(F ). Formula (4.3) follows.

Corollary 4.1.2. Let X be a finite curve with no boundary. Then, for each i > 0, the de Rham
cohomology space Hi

dR(X,O) of the trivial differential equation is finite-dimensional. Moreover, we
have

χdR(X,O) = χc(X) . (4.18)

Remark 4.1.3. By Corollary ??, in presence of further conditions at the germs of segments out of
the points of Z, we also have isomorphisms between meromorphic and analytic cohomologies:

Hi
dR(X(∗Z),F)

∼−→ Hi
dR(X − Z,F|X−Z) , ∀ i . (4.19)

We notice that this implies, in particular, the following interesting property :

Every analytic solution of F on Y is meromorphic at Z. (4.20)

This generalizes a similar principle obtained in [Bal87] for projective curves.

Conjecture 4.1.4. For the purely analytic cohomology groups Hi
dR(X,F ), descent is done in Ap-

pendix ?? and it requires a quite fine set of results involving in a decisive way the assumption that
the spaces are Fréchet.

For the meromorphic cohomology groups Hi
dR(X(∗Z),F), we are unable to prove descent by

arbitrary extension of the ground field K. Of course, Remark 4.1.3 shows that with further Liouville
conditions at Z there is no distinction between analytic and meromorphic cohomologies, and in
this case we have arbitrary descent by the results of Appendix ??. Also, if X is projective, by
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Proposition 1.5.10 and Corollary 1.5.9, we may reduce to a purely algebraic setting and descent
then holds since field extensions are faithfully flat. However, the general case remains open.

The index result provided by Theorem 4.1.1 shows that the index χdR(X(∗Z),F) is invariant by
scalar extension without Liouville assumptions at the points of Z. It seems then natural to conjecture
that the cohomology groups Hi

dR(X(∗Z),F) are themselves invariant by scalar extension of K.

Remark 4.1.5. We here discuss the assumptions of Theorem 4.1.1.

i) Assumption i) is about the values of the radii at the boundary points of X. The cohomology
of the trivial equation over a closed disk or annulus has an infinite dimensional cohomology,
therefore we may not expect to suppress assumption i) without further finer assumptions.

ii) Assumption ii) is more delicate. We believe that this hypothesis can be generalized, but at the
present state of the theory the Liouville assumption on the exponents seems unavoidable in
order to obtain the essential algebraicity of the equation (cf. Section 3). This belief is supported
by the fact that in several situations, over the affine line, the exact conditions providing the
finite dimensionality of the cohomology are not directly related to the exponents (cf. for instance
Theorems ?? and ??).

iii) Condition (c) of Theorem 4.1.1 requires ΓS to be quasi-finite or, equivalently, that the set of
end-points of ΓS is finite. By Remark 2.2.9, we know that this condition is necessary for the
equality (2.53). We will encounter similar situations in Section 5 in the case of general curves.

iv) The case where Z is locally finite but possibly not finite will not be discussed in this paper.
Indeed, if Z is locally finite but not finite, the curve Y is not finite anymore and we are in the
setting of Section 5. For similar reasons as those of Conjecture 4.1.4 we are unable to extend
the Christol-Mebkhout limit process (cf. Section ??) to the meromorphic case.

The finite dimensionality of the de Rham cohomology groups Hi
dR(X,F ) does not imply the

quasi-finiteness of the controlling graph ΓS(F ). Below we give an explicit example of a differential
equation with finite de Rham cohomology, but infinite controlling graph.

Example 4.1.6. Let D := {|T | < 1} be the open unit disk and, for all ρ < 1, let xρ be the sup-norm
on the sub-disk {|T | 6 ρ}. Let F be the differential module on the open unit disk D defined in a
cyclic basis by the operator ( d

dT )2 + f1( d
dT ) + f2, where

i) f1 is a bounded function on D with infinitely many zeros;

ii) f2 ∈ K is a constant function whose norm satisfies |f2| > 1;

iii) the sup-norm ‖f1‖D := supx∈D |f1|(x) satisfies

1 < ‖f1‖D < |f2| < ‖f1‖2D . (4.21)

By (4.21), there exists s < 1, such that for all ρ ∈]s, 1[ one has

ρ−1 < |f1|(xρ) < ρ · |f2| < ρ · |f1|(xρ)2 . (4.22)

By Young’s Theorem [You92] (see [Pul15, Section 4.3] for notations close to our setting), for all
ρ ∈]s, 1[ one has

R∅,1(xρ,F ) =
ω

|f1|(xρ)
< ωρ (4.23)

R∅,2(xρ,F ) =
ω · |f1|(xρ)
|f2|

< ωρ , (4.24)

where ω is defined in (0.1). The total height of the convergence Newton polygon of F is constant
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on the interval Is := {xρ | s < ρ < 1} with value

H∅,2(xρ,F ) =
ω2

|f2|
. (4.25)

In particular, it is log-affine and F has well-defined irregularity.

Denote by bD the gem of segment at the open boundary of D. Since the radii of F are spectral
non-solvable along bD, by Proposition ?? and Corollary ??, we have

h1(D,F ) = ∂bDH∅,2(xρ,F ) = 0. (4.26)

Notice that i = 1 is a vertex of the convergence Newton polygon for all x ∈ Is, i.e. i = 2 separates
the radii along Is. By Theorem 2.1.1, the first radius is hence harmonic over Is, so Γ∅,1(F ) has a
bifurcation at each point of Is where R∅,1(−,F ) has a break. Since f1 has infinitely many zeros,
Γ∅,1(F ) has infinitely many bifurcation points along Is.

Since H∅,2(−,F ) is constant along Is, Γ∅,2(F ) has the same bifurcation points as Γ∅,1(F ) along
it. This shows that ΓS(F ) is not quasi-finite.

Besides, we notice that this is an example of a differential equation which is indecomposable over
D and also over any annulus at the boundary of D. Indeed, the second radius function R∅,2(−,F ) is
a convex function along Is and cannot be the first radius R∅,1(−,F1) of a rank one sub-differential
module F1 ⊂ F .

We now provide an example of a differential equation satisfying items i) and ii) of Theorem 4.1.1,
with infinite dimensional de Rham cohomology.

Example 4.1.7. Let D = {|T | < r} be an open disk, and let xρ be as in the above example.
Let f(T ) be any unbounded analytic function on D and let F be the differential equation on D
associated with the operator d

dT − f(T ). By Proposition ??, for all ρ < r close enough to r, we
have R∅,1(xρ,F ) = ω

r·|f(xρ)| < ωρ/r. It follows that F has spectral non-solvable radii at the open

boundary of D and that it is hence free of Liouville numbers at the open boundary of D. Moreover,
F does not have well defined irregularity since the total height of its convergence Newton polygon
coincides with R∅,1(−,F ). Therefore, Theorem 4.1.1 applies and dim H1

dR(D,F ) = +∞.

4.2. Relatively compact curves

Two of the most important properties required by Theorem 4.1.1 in order to have finite dimensional
cohomology are the finiteness of the curve X and the fact that F has well-defined irregularity on
it. In this section, we show that these conditions are automatic in a relatively compact situation.

Concerning the finiteness of X, we already provided several statements showing that when X
is conveniently embedded into another curve Y , then X is automatically finite (cf. [PP13, Lemmas
1.1.35, 1.1.36, 1.1.56, and Remark 1.1.57]).

On the other hand, if we assume that F extends to a differential equation F ′ on Y , then its
radii extend too and since they are locally finite functions (cf. [Pul15, PP15]), they all have a finite
number of breaks at the open boundary of X, hence F automatically has well-defined irregularity.
We resume these considerations in the following statement.

Proposition 4.2.1. Let X and Y be quasi-smooth K-analytic curves such that X is embedded
into Y as an open analytic domain. Let Z be a finite set of rigid points of X and let F ′ be a
differential equation on Y with meromorphic singularities at Z. Denote by F the restriction of F ′
to X. Assume that:

i) X has finitely many connected components;
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ii) X has finite genus;

iii) X has finite boundary ∂X;

iv) there exists a pseudo-triangulation S of X such that ΓS is quasi-finite;

v) ΓS is relatively compact in Y ;

Then, X is a finite curve and F has well-defined irregularity on X.

In particular, if the assumptions i) and ii) of Theorem 4.1.1 are fulfilled, then F has finite
dimensional cohomology and (4.3) holds, as well as the remaining part of the statement. 2

4.3. Overconvergent differential equations

An important class of equations for which relative compactness plays a crucial role is that of
overconvergent differential equations over compact curves (cf. Remark ??). However, we place ourself
in a more general situation and do not assume X compact (i.e. we allow some open boundary ∂oX
in X) nor that X is relatively compact in X ′.

Let X be a finite curve, Z be a finite set of rigid points in X, F be an overconvergent differential
equation with meromorphic singularities at Z. Recall that this means that X embeds as an analytic
domain into a smooth K-analytic curve X ′ (with no boundary) and there exists a connection
(F ′,∇′) on X ′ with meromorphic singularities on Z whose restriction to X is (F ,∇). As usual, we
set Y := X −Z, Y ′ := X ′ −Z, F := F|Y and F ′ := F ′|Y ′ . In this case, F is a differential equation

on Y which is overconvergent in Y ′.

Recall that we have already defined the overconvergent meromorphic de Rham cohomology
H•dR(X†(∗Z),F) (cf. Definition 1.6.8), the overconvergent Euler characteristic χc(X

†) (cf. Definition
1.3.8), the overconvergent Liouville conditions (cf. Definition 1.6.9), the overconvergent irregularity
IrrY †(F ) (cf. Definition 2.1.20), the overconvergent virtual local indexes (cf. Definition 2.2.12) and
the fact that F has well-defined irregularity (cf. Definition 2.1.19).

Remark 4.3.1. We remind that all these invariants are actually associated to F ′|U for some un-

specified elementary neighborhood U of X in X ′ that is adapted to F (cf. Definition 2.1.17).

Observe also that we do not assume that the radii of F are spectral non-solvable at the points of
the boundary ∂X. Indeed, those points now have to be considered as internal points of U . In other
words the overconvergent theory behaves as if there were no boundary in X.

Corollary 4.3.2. We maintain the notations above. Let S be a pseudo-triangulation of Y . Assume
that

i) for each b ∈ ∂oX, F is strongly free of Liouville numbers along b.14

ii) F is strongly free of overconvergent Liouville numbers at every point x of the boundary ∂X.

Then, the following conditions are equivalent:

(a) for each i > 0, the overconvergent meromorphic de Rham cohomology group Hi
dR(X†(∗Z),F)

is finite-dimensional;

(b) F has well-defined irregularity (cf. Definition 2.1.19).

Moreover, when these properties hold, we have the index formula

χdR(X†(∗Z),F) =
n∑
i=1

(
χ†c(Yi) · rank(F|Yi)

)
− Irr†Y (F ) , (4.27)

14Again, no Liouville conditions are required at the germs of segments out of points of Z.
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where Y1, . . . , Yn are the connected components of Y .15

Assume now that S is a pseudo-triangulation of Y adapted to F (cf. Definition 2.2.5) that
meets all connected components of Y and such that ΓS ⊆ Y is quasi-finite. Then (a) and (b) are
also equivalent to

(c) there exists a finite subset S′ of S such that, for each x ∈ S − S′, one has

χ†(x,ΓS ,F ) = 0 . (4.28)

In this case, we also have the index formula

χdR(X†(∗Z),F) =
∑
x∈S

χ†(x,ΓS ,F ) . (4.29)

Proof. Let U be an elementary neighborhood of X in X ′ that is adapted to F (cf. Definition 2.1.17).
By Lemma 1.6.11, for all i we have a natural isomorphism

Hi
dR(U(∗Z),F)

∼−−→ Hi
dR(X†(∗Z),F) . (4.30)

The result then follows from Theorem 4.1.1 and Remark 4.3.1.

Remark 4.3.3. As evoked at the beginning of this section, if X is compact, then, by finiteness of
the radii (cf. [Pul15, PP15]), F automatically has well-defined irregularity.

In this case, we can deduce Corollary 4.3.2 by the following argument. Firstly we use (4.30) to
pass from the cohomology over X†(∗Z) to that over a suitable elementary neighborhood U(∗Z) of
X in X ′ that is adapted to F . Now, if U ′ ⊂ U is another elementary neighborhood of X which is
relatively compact in U , then we have again isomorphisms Hi

dR(U(∗Z),F)
∼−→ Hi

dR(X†(∗Z),F), for
all i. We then use Proposition 4.2.1 to deduce the finite dimensionality.

5. Index of differential equations over arbitrary curves.

In this section we deal with differential equation over general curves. The basic idea is to express
our curve X as a limit of certain open relatively compact sub-curves Xn and then use the Christol-
Mebkhout limit process of Section ??. The class of differential equations that is taken onto account
is described by some conditions that are essentially those of Theorem 4.1.1 on every Xn. For this
class we obtain a necessary and sufficient criterion for the finite-dimensionality of the de Rham
cohomology which is based on a interpretation of the index as a sum of the local contributions
χ(x,ΓS ,F ) (cf. (4.4)), the condition corresponds to the vanishing of these virtual local indexes for
all but a finite number of points x.

Here we will only consider the analytic cohomology H•dR(X,F ) with no meromorphic singu-
larities. The reason is that we are not able to extend the limit formula of Section ?? outside this
framework.

5.1. A first criterion for finite-dimensionality of de Rham cohomology.

Let X be a quasi-smooth K-analytic curve and let F be a differential equation over X. If X is
connected and compact, then, by [Duc, Théorème 6.1.3], it is either affinoid (if the boundary is not
empty) or projective. In both cases it is a finite curve, hence taken into account by Theorem 4.1.1.

Here we are interested in the case where X may fail to be finite. We want to use Christol-
Mebkhout’s formula (see Theorem 1.4.9) in order to compute the de Rham cohomology of F on X.

15If X1, . . . , Xm are the connected components of X, we have m = n and Yi = Xi − Z for all i. Recall also that
χc(Y

†
i ) = χc(X

†
i )−

∑
z∈Z∩Xi

[H (z) : K], where H (z) is the residue field of z.
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It requires writing the curveX as an increasing union of curvesXn, for n > 0, with finite-dimensional
de Rham cohomology. When the curves Xn are finite, Theorem 4.1.1 provides sufficient conditions
to ensure this.

Theorem 5.1.1. Assume that X is connected and not proper. Assume moreover that there exists
a non-decreasing sequence of analytic domains (Xn)n∈N of X forming a covering of X for the
G-topology and an integer n0 such that, for every n > n0,

i) Xn is a connected finite curve;

ii) the restriction map O(Xn+1)→ O(Xn) has dense image;

iii) for each x ∈ ∂Xn, the radii of F are all spectral non-solvable at x;

iv) for each b ∈ Singm(∂Xn,F|Xn), F|Xn is strongly free of Liouville numbers along b;

v) for each b ∈ ∂oXn, the total height of the Newton polygon of F|Xn is log-affine along b and
F|Xn is strongly free of Liouville numbers along b.

For each n > n0, choose a pseudo-triangulation Sn of Xn such that ΓSn is quasi-finite. Consider
the following assertions:

(1) the sequence
(∑

x∈ΓSn
χ(x,ΓSn ,F|Xn)

)
n>n0

is eventually constant;

(1’) the sequence
(
χc(Xn) · rank(F )− IrrXn(F|Xn)

)
n>n0

is eventually constant;

(2) for all i > 0, Hi
dR(X,F ) is finite-dimensional.

Then (1) is equivalent to (1’) and implies (2). If K is not trivially valued, then (2) implies (1).
Moreover, when (1) or (1’) is satisfied,

(a) we have

χdR(X,F ) = lim
n→+∞

(
χc(Xn) · rank(F )− IrrXn(F|Xn)

)
, (5.1)

= lim
n→+∞

( ∑
x∈ΓSn

χ(x,ΓSn ,F|Xn)
)

; (5.2)

(b) There is an index n1 such that for all n > n1, the following properties hold:

(A) for each i > 0, the natural restriction Hi
dR(X,F )→ Hi

dR(Xn,F|Xn) is an isomorphism;
(B) we have

χdR(X,F ) = χdR(Xn,F|Xn) = χc(Xn) · rank(F )− IrrXn(F ) . (5.3)

Proof. By Corollary ??, we may extend the scalars, hence assume that K is algebraically closed
and not trivially valued.

Let n > n0. By assumption F|Xn has well-defined irregularity, hence, by Theorem 4.1.1, F|Xn
has finite-dimensional de Rham cohomology and we have

χdR(Xn,F|Xn) = χc(Xn) · rank(F )− IrrXn(F|Xn) =
∑
x∈ΓSn

χ(x,ΓSn ,F|Xn) . (5.4)

The result now follows from Theorem 1.4.9.

Under some hypotheses about the analytic skeleta of the curves, the convergence conditions
appearing in Theorem 5.1.1 can be made more explicit. We recall that the analytic skeleton ΓY of a
quasi-smooth K-analytic curve Y is the set of points without neighborhoods isomorphic to a virtual
open disk. We refer to (2.3) for the definition of χ(x,Γ).
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Lemma 5.1.2. Let Y be a quasi-smooth K-analytic curve. For each point y of ΓY − ∂Y , we have

NΓY (y) > 2 and χ(y,ΓY ) 6 0 . (5.5)

Proof. We may assume that K is algebraically closed and that Y is connected. Assume, by contra-
diction that there exists a point y in ΓY − ∂Y such that NΓY (y) 6 1. If NΓY (y) = 0, then ΓY is
reduced to a point because it is connected. Therefore, Y is compact without boundary, hence pro-
jective by [Duc, Théorème 3.7.2] and of genus 0. We deduce that it is isomorphism to P1,an

K , which
has empty analytic skeleton, and we get a contradiction. If NΓY (y) = 1, then we get a contradiction
by [Duc, Corollaire 5.1.20].

We deduce that, for each y ∈ ΓY − ∂Y , we have

χ(y,ΓY ) = 2− 2g(y)−NΓY (y) 6 0.

Corollary 5.1.3. In the setting of Theorem 5.1.1, assume moreover that the analytic skeleton ΓX
of X is non-empty and that, for each n > n0, we have ΓSn = ΓX ∩Xn.

Then, condition (1) is equivalent to

(1”) the set of points x ∈ ΓX such that χ(x,ΓX ,F ) 6= 0 is finite.

Moreover, when it holds, for n big enough, we have∑
x∈ΓSn

χ(x,ΓSn ,F|Xn) =
∑
x∈ΓX

χ(x,ΓX ,F ) . (5.6)

Proof. By Lemma 5.1.2, for each x ∈ ΓX − ∂X, we have χ(x,ΓX) 6 0, hence, by Lemma 2.2.3,
χ(x,ΓX ,F ) 6 0. By Lemma 2.2.4, for each x ∈ ∂X, we also have χ(x,ΓX ,F ) 6 0.

5.2. Cuttings.

Let X be a quasi-smooth K-analytic curve. In this section, we introduce the notion of cutting of X,
which we use as a way to decompose the curve into finite curves. This notion will be important
to control the locus where the Liouville condition (about the exponents of a differential equation)
arises.

Definition 5.2.1. A cutting of X is a locally finite subset T of X formed by points of type 2 or 3
such that each connected component of X − T is a finite curve.

Remark 5.2.2. i) Any pseudo-triangulation of X is a cutting of X.

ii) As for pseudo-triangulations, a cutting of X can be empty (in which case, every connected
component of X is a finite curve).

Definition 5.2.3. Let T be a cutting of X. Denote by ET (resp. E ◦T ) the set of connected components
of X − T (resp. that are not pseudo-disks). We define the skeleton of T to be the set

ΓT := T ∪
⋃
E∈ET

ΓE = T ∪
⋃
E∈E ◦T

ΓE , (5.7)

where ΓE denotes as usual the analytic skeleton of E.

Notice that if S is a pseudo-triangulation (and hence also a cutting) the skeleton of S as a
cutting coincides with the skeleton ΓS as a pseudo-triangulation (i.e. the above definition agrees
with [PP13, Definition 1.1.10]).
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The following lemmas establish the relation between pseudo-triangulations and cuttings.

Lemma 5.2.4. Let T be a cutting of X. For each E ∈ E ◦T , let SE be a pseudo-triangulation of E
that is a locally finite subset of X and such that ΓSE = ΓE. Then, the set ST := T ∪

⋃
E∈E ◦T

SE is a

pseudo-triangulation of X whose skeleton is ΓT .

In particular, if ΓT meets every connected component of X, then there exists a continuous proper
retraction by deformation rT : X → ΓT .

Proof. We may assume that X is connected. Let x ∈ T . Denote by E ◦x the subset of E ◦T made of the
elements whose closure meets x. Since almost every connected component of X − {x} is a virtual
open disk, the set E ◦x is finite. It follows that ST is finite in the neighborhood of x.

Noting that ST is obviously finite around points of X−T , the previous argument shows that ST
is locally finite. The other properties of a pseudo-triangulation are clear, as well as the statement
about the skeleton.

Lemma 5.2.5. Let T be a cutting of X and let T ′ := T ∩ ΓX . Then

i) T ′ is again a cutting of X and it satisfies ΓT ′ = ΓX ;

ii) Assume that ΓX is not empty (or equivalently that X is not a pseudo-disk nor the projective
line). If T is a pseudo-triangulation of X, then T ′ is a pseudo-triangulation too.

In particular, by Lemma 5.2.4, if T is a cutting and if ΓX is not empty, there exists a pseudo-
triangulation S containing T ′ such that ΓS = ΓT ′ = ΓX .

Proof. We can assume that X is connected. If ΓX is empty, then X is the projective line or a pseudo
disk. In particular it is a finite curve and i) holds. We now assume that ΓX is not empty.

In order to prove the first part of the claim, it suffices to show that every element of ET ′ is a
finite curve. We actually have a natural surjective map ϕ : ET → ET ′ associating to a connected
component E of X − T the connected component of X − T ′ containing E. Let E′ ∈ ET ′ .

If the set ϕ−1(E′) is reduced to an individual element, then E′ is a connected component of
X − T and it is therefore a finite curve.

Assume that ϕ−1(E′) is not reduced to an individual element. By construction, E′ is disjoint
union of T ∩ E′ with the connected components E of X − T that meet E′:

E′ = (T ∩ E′)
⋃( ⋃

E⊆E′
E
)
. (5.8)

We distinguish two cases:

(a) ϕ−1(E′) contains a connected component E of X − T that meets ΓX .

(b) ϕ−1(E′) do not contains a connected component as above.

We firstly consider case (a). Denote by E the closure of E in X and let x ∈ E −E. Necessarily,
x ∈ T and it is then a point of type (2) or (3). Moreover, if x /∈ ΓX , then every virtual open disk D
in X having x in the closure is contained in E′. We deduce that, if x /∈ ΓX , then the whole connected
component of X−E having x in the boundary (necessarily a virtual closed disk) is contained in E′.

On the other hand, if x ∈ ΓX , then x ∈ T ′ and hence necessarily lies in E′ − E′. We deduce
that E is the unique element of E ◦ contained in E′ and that E′ is obtained from E adding to it
the points of T that lie in TE := (E − E)− ΓX together with all virtual open disks D in X whose
closure meets TE . Notice that TE is a finite set because E is finite and the points of TE lie at the
closure of the open boundary of E.
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Now, E being a finite curve, we can consider a finite pseudo-triangulation SE of E. We set
SE′ := SE ∪ TE . Clearly, (ΓX ∩ E) ⊆ ΓE and for every x ∈ TE the segment joining x to ΓX
in contained in ΓE . It follows that E′ − SE′ is finite disjoint union of virtual open disks or open
pseudo-annuli and that SE′ is a pseudo-triangulation of E′. Moreover, SE′ is finite because so are
SE and TE . It follows that E′ is a finite curve.

Consider now case (b). Since E′ does not meet ΓX , necessarily it is contained in a virtual open
disk D whose boundary meet ΓX . Since T ′ ∩D = ∅ we must have E′ = D which proves that E′ is
a finite curve.

We now prove ii). In this case, reasoning as above, if ϕ−1(E′) counts more than one element,
then E′ is a virtual open disk whose closure meets ΓX . Otherwise, if ϕ−1(E) consists in one element,
then E′ = E is an open pseudo-annulus. The claim follows.

5.3. A density result.

In order to apply Theorem 5.1.1 and Corollary 5.1.3, we will have to ensure that a certain density
condition is satisfied. To do so, we will use a result reminiscent of Behnke-Stein’s theorem in the
complex analytic setting (see [BS49]).

Lemma 5.3.1. Let Y be a connected K-analytic space. For any r ∈ R∗+ −
√
|K∗|, the space Yr :=

Y ⊗̂KKr (see (??)) is connected.

Proof. Consider the projection map π : Yr → Y . For each point y in Y , the fiber π−1(y) '
M(H (y)⊗̂KKr) is an annulus over H (y). In particular, it is connected. Let us denote by yr its
Shilov boundary.

The result follows from the fact that the map y ∈ Y 7→ yr ∈ Yr is a continuous section of π (see
[Ber90, Corollary 5.2.7]).

The basic result we use is a direct consequence of one by Liu and van der Put (see [LvdP95,
Lemma 3.5]).

As usual, if Y is a K-analytic space, we denote by ∂Y its boundary in the sense of Berkovich
(see [Ber90, Definition 2.5.7] and [Ber93, Definition 1.5.4]). When Y is a K-affinoid curve, ∂Y
coincides with the Shilov boundary of Y (see [Meh18, Lemma 2.4]). In particular, it is a finite set.
Moreover, if Y is an analytic domain of a K-analytic space X, then, by [Ber93, Proposition 1.5.5],
the topological boundary of Y in X coincides with ∂(Y/X), which is a subset of ∂Y .

Remark 5.3.2. The following result corresponds to [LvdP95, Lemma 3.8] where the assumption
is phrased in terms of the reductions of U and V . Since working out the translation requires some
work, it seemed better to write down the proof.

Lemma 5.3.3. Let V be a quasi-smooth K-affinoid space and let U be an affinoid domain of V
such that each connected component of V −U contains a point of the boundary ∂V of V . Then, the
restriction map O(V )→ O(U) has dense image.

Proof. To prove the result, we claim that we may assume that K is not trivially valued and that U
and V are strictly K-affinoid. Indeed, let r ∈ R∗+ −

√
|K∗|. By Lemma ??, it is enough to prove

the result for the map O(V )⊗̂KKr → O(U)⊗̂KKr, that is to say for the map O(Vr) → O(Ur) (cf.
Corollary ??).

Let E be a connected component of V − U . By Lemma 5.3.1, Er is connected, hence it is a
connected component of Vr − Ur and the connected components of Vr − Ur are of this form. By
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[Ber90, Corollary 2.5.12], Er contains a point of ∂Vr. It follows that we may replace K by Kr in
order to prove the result. In particular, we may assume that K is non-trivially valued. By repeating
this procedure finitely many times, we may also assume that U and V are strictly K-affinoid. We
may also assume that V is connected.

By [vdP80, Theorem 1.1], V embeds as an affinoid domain of the analytification Can of a
connected smooth projective curve C over K. Let D be a connected component of Can − U . By
assumption, it contains a point of boundary ∂V of V . It now follows from the description of the
neighborhoods of type 2 points that D contains a rigid point yD that does not belong to V .

By [LvdP95, Lemma 3.5], Can − U has finitely many connected components D1, . . . , Dm and
the restriction map O(Can − {pD1 , . . . , pDm}) → O(U) has dense image. Since, by construction, V
is contained in Can − {pD1 , . . . , pDm}, the result follows.

In the following, we will use the strong notion of triangulation of A. Ducros (see [Duc, 5.1.13],
[PP13, Definition 1.1.4]). In particular, each connected component of X − S is relatively compact
in X, hence each edge of the skeleton ΓS (i.e. each connected component of ΓS − S) is relatively
compact in X.

Theorem 5.3.4. Let Y be a connected quasi-smooth K-analytic curve that is not proper and let V
be an affinoid domain of Y .

Let E be the set of connected components of Y − V that are relatively compact in Y . Assume
that every element of E meets the boundary ∂Y of Y .

Then, the restriction map O(Y )→ O(V ) has dense image.

Proof. Since V is closed, the topological boundary of each connected component of Y − V in Y is
contained in V , hence in the boundary of V in Y . It follows that each element of E contains at least
a germ of segment out of a point of ∂V that is not contained in V . Since ∂V is a finite set and, for
each x ∈ ∂V , the number of germ of segments out of x that are not in V is finite too, E is a finite
set. We set V1 := V ∪

⋃
E∈E E. It is a compact analytic domain of Y , hence an affinoid domain

by [Duc, Théorème 6.1.3]. By assumption, each element E of E contains a point of ∂Y , which is
necessarily a point of ∂V1, hence, by Lemma 5.3.3, the restriction map O(V1) → O(V ) has dense
image.

By [Duc, Théorème 5.1.14], there exists a triangulation S′ of V1 and a triangulation S of Y
containing S′. The set S ∩ V1 is a triangulation of V1 satisfying ΓS∩V1 = ΓS ∩ V1. It is an easy
consequence of the fact that each connected component of Y − ∂V1 (hence of Y − S) is either
contained in V1 or in its complement.

In particular, we have r−1
S (ΓS ∩ V1) ⊇ V1, where rS : Y → ΓS denotes the retraction associated

to S. Actually, we have r−1
S (ΓS∩V1) = V1. Indeed, if it were not the case, there would exist a virtual

open disk D not contained in V1 but with boundary point z in V1, hence a connected component
of Y − V1 that is relatively compact in Y , which does not exist.

Since each edge of the skeleton ΓS is the skeleton of a virtual open annulus, it is canonically
endowed with a length. It then follows from [Duc, Proposition 1.6.3] that ΓS is paracompact and,
in particular, that S is countable.

We claim that there exists an increasing sequence (Γn)n>1 of finite subgraphs of ΓS such that

i)
⋃
n>1 Γn = ΓS ;

ii) Γ1 = ΓS ∩ V1;

and, for all n > 1,

iii) the topological relative boundary of Γn in ΓS is contained in S;
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iv) ΓS − Γn has no connected component that is relatively compact in ΓS .

We construct the sequence (Γn)n>1 by induction. We set Γ1 := ΓS ∩ V1. For each n > 1,
we define Γ′n+1 to be the union of Γn and all the (finitely many) edges of ΓS meeting Γn and
we define Γn+1 to be the union of Γ′n+1 and all the relatively compact connected components
of ΓS − Γ′n+1. It is easy to check that all the required properties hold. For instance, i) follows from
the countability of S and the connectedness of ΓS .

For each n > 1, set Vn := r−1
S (Γn). Let n > 1 and let E be a connected component of Vn+1−Vn.

Its inverse image ΓE by rS is a connected component of Γn+1 − Γn. It is contained in a connected
component of ΓS − Γn but cannot coincide with it, by property iv), since it is relatively compact
in ΓS . It follows that E = r−1

S (ΓE) contains a point of the topological boundary of Vn+1 in Y , hence
a point of ∂Vn+1. By Lemma 5.3.3, the restriction map O(Vn+1)→ O(Vn) has dense image.

By property i), Y is exhausted by the Vn’s, hence O(Y )
∼−→ lim←−O(Vn) and the result follows.

Let us be more precise. Let f0 ∈ O(V ) and let ε > 0. Set V0 = V . Using the density of O(Vn+1)
in O(Vn) for each n > 0, we construct by induction a family (fn)n>0 ∈

∏
n>0 O(Vn) such that, for

each n > 0, ‖fn+1 − fn‖Vn 6 ε/(n+ 1).

For each n > 0, the sequence ((fm)|Vn)m>n is a Cauchy sequence in O(Vn), hence it converges
to an element gn ∈ O(Vn). It is clear that, for each n, n′ > 0 with n′ > n, we have (gn′)|Vn = gn. It
follows that the gn’s may be glued into a global function g ∈ lim←−O(Vn) = O(Y ). Moreover, we have
‖g0 − f‖V 6 maxn>0 ‖fn+1 − fn‖V 6 ε. The result follows.

Corollary 5.3.5. Let Y be a connected quasi-smooth K-analytic curve that is not proper and let U
be an analytic domain of Y .

Let E be the set of connected components of Y − U that are relatively compact in Y . Assume
that each element of E meets the boundary ∂Y of Y .

Then, the restriction map O(Y )→ O(U) has dense image.

Proof. By definition of compact convergence, it is enough to prove that, for each ε > 0, each
f ∈ O(U) and each compact subset X of U , there exists g ∈ O(Y ) such that ‖f − g‖X < ε. For
this, it is enough to prove that each compact subset X of U is contained in an affinoid domain V
of U such that the restriction O(Y )→ O(V ) has dense image.

Let X be a compact subset of U . We may cover X by choosing, for every point x of X, an
affinoid neighborhood of x in U . By compactness, X is actually covered by finitely many of them,
hence it is contained in a compact analytic domain V ′ of U . Since Y is not proper, V ′ is not proper
either, hence it is affinoid, by [Duc, Théorème 6.1.3].

Let EU be the set of connected components of U − V ′ that are relatively compact in U . By the
same argument as in the proof of Theorem 5.3.4, it is a finite set. It follows that V := V ′∪

⋃
E∈EU

E
is a compact analytic domain of U , hence an affinoid domain of U , by [Duc, Théorème 6.1.3] again.
Moreover, by construction, no connected component of U − V is relatively compact in U .

We now prove that the assumptions of Theorem 5.3.4 are satisfied by V and therefore that the
map O(Y )→ O(V ) has dense image. Let C be a connected component of Y − V that is relatively
compact in Y and that contains no points of ∂Y . Let C (resp. B) be the topological closure (resp.
topological boundary) of C in Y . By assumption C is a compact subset of Y . The set B is contained
in V , hence in U . It follows that C ∩ (Y − U) = C ∩ (Y − U) and, in particular, that C ∩ (Y − U)
is closed in Y − U . Since C is open in Y − V , C ∩ (Y − U) is also open in Y − U . It follows
that C ∩ (Y − U) is a disjoint union of connected components of Y − U . Let Q be one of those
connected components. The closure of Q in Y is closed in the compact C, hence it is itself compact.
Moreover, by assumption, Q contains no points of ∂Y . It follows that such a connected component
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cannot exist, hence C ∩ (Y − U) is empty and C is contained in U . In particular, C is a connected
component of U−V that is relatively compact in U . By definition of V , there are no such connected
components.

We have just proved that there are no connected components of Y −V that are relatively compact
in Y and contain no points of ∂V . By Theorem 5.3.4, the restriction map O(Y )→ O(V ) has dense
image. Since X is contained in V , the result follows.

5.4. Cuttings and de Rham cohomology.

We finally present some conditions on a cutting of a curve X ensuring that it admits an exhaustion
as in Theorem 5.1.1 and Corollary 5.1.3. Recall that we introduced some terminology for graphs
in [PP13, Section 1.1.7].

We first introduce two constructions.

Notation 5.4.1. Let Γ be a graph and T be a subset of Γ. Let ∆ be a subgraph of Γ.

We denote by ET (∆) the set of connected components of Γ− T whose closure meets ∆ and set

∆o
T := ∆ ∪

⋃
E∈ET (∆)

E.

We denote by E c(∆) the set of connected components of Γ−∆ that are relatively compact in Γ
and set

∆c := ∆ ∪
⋃

E∈E c(∆)

E.

Lemma 5.4.2. Let Γ be a connected locally finite graph and let T be a locally finite subset of Γ.
Let ∆ be a quasi-finite subgraph of Γ.

Then, the following properties hold:

i) The sets ET (∆) and E c(∆) are finite and their elements are finite unions of points of T and
connected components of Γ− T ;

ii) The set ∆o
T and ∆c are connected.

iii) The set ∆o
T is open.

iv) The set ∆c is a neighborhood of ∆c ∩ (∆−∆). In particular, if ∆ is open, then ∆c is open.

Proposition 5.4.3. Let Γ be a paracompact connected locally finite graph.

Let T be a locally finite subset of Γ such that each connected component of Γ−T is a quasi-finite
graph. Then, there exists a non-decreasing sequence (Γn)n>0 of subgraphs of Γ covering Γ such that,
for each n > 0,

i) Γn is open in Γ and connected;

ii) Γn is a finite union of points of T and connected components of Γ− T ;

iii) no connected component of Γ− Γn is relatively compact in Γ;

iv) no connected component of Γn+1 − Γn is relatively compact in Γn+1.

Proof. If Γ is quasi-finite, then the result holds with the constant sequence equal to Γ. From now
on, we assume that Γ is not quasi-finite. Note that the fact that it is locally finite then forces T to
be infinite.

By induction, we construct a sequence of subgraphs (Γn)n>0 of Γ such that, for each n > 0, Γn
satisfies properties i), ii), iii) of the statement as well as
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iv’) no connected component of Γn − Γn−1 is relatively compact in Γn

when n > 1.

To construct Γ0, we pick any point t ∈ T and set Γ0 := ({t}o)c. By construction, it satisfies
property iii) and, by Lemma 5.4.2, it also satisfies properties i) and ii).

Let n > 0 and assume that we have already constructed Γn with the required properties. Note
that its closure Γn in Γ is then a finite union of points of T and connected components of Γ − T ,
hence a quasi-finite graph. We set Γn+1 := (Γ

o
n)c. As before, it satisfies property iii) by construction,

and properties i) and ii) by Lemma 5.4.2.

Let us finally prove property iv’) in the case where n > 0. Assume, by contradiction, that there
exists a connected component C of Γn+1−Γn that is relatively compact in Γn+1. Since Γn+1 is open
in Γ, C is open in Γ− Γn. Since Γn is open in Γn+1, C is compact, hence closed in Γ− Γn, hence a
connected component of Γ− Γn, which is absurd.

We have proven all the wanted properties except for the fact that (Γn)n>0 covers Γ. It is a
consequence the countability of T , which follows from paracompactess.

Notation 5.4.4. For each subset L of X, we set

B→(L) :=
⋃
U

∂oU,

where U runs through the connected open subsets of X containing L.

Example 5.4.5. Let x be a point in P1,an
K . For each y ∈ P1,an

K , there are infinitely many germs of
segments emanating from y, but only one in B→(x).

Remark 5.4.6. Let L be a subset of X and let y ∈ X − L. If L meets at least two connected
components of X − {y}, then B→(L) contains no germs of segment emanating from y.

Let C be a connected component of X−{y}. If C does not meet L, then ∂oC ∩B→(L) = ∅. If C
contains L, then the set of germs of segments emanating from y that belong to B→(L) is finite.

Recall, in the case of finite curves (in particular for proper curves and curves with empty analytic
skeleton), we already characterized the finiteness of the de Rham cohomology and computed the
index in Theorem 4.1.1.

Theorem 5.4.7. Assume that X is connected, not proper and that its analytic skeleton ΓX is non-
empty. Assume that, for each x ∈ ∂X, the radii of convergence of F are spectral non-solvable at x
and that, for each b ∈ Singm(x,F ), F is strongly free of Liouville numbers along b. Let L be a
compact subset of X. Let T be a cutting of X such that

i) for each connected component C of X − T and each b ∈ ∂oC ∩B→(L), the total height of the
Newton polygon of F is log-linear along b and F is strongly free of Liouville numbers along b;

ii) ΓT = ΓX (or equivalently T ⊆ ΓX).

Then the following assertions are equivalent:

(1) the set of points x ∈ ΓX such that χ(x,ΓX ,F ) 6= 0 is finite;

(2) for all i > 0, Hi
dR(X,F ) is finite-dimensional.

(a) we have

χdR(X,F ) =
∑
x∈ΓX

χ(x,ΓX ,F ). (5.9)
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(b) there exists a connected open subset X ′ of X such that

(A) X ′ is a finite curve with ΓX′ ⊆ ΓX ;
(B) the natural restriction Hi

dR(X,F )→ Hi
dR(X ′,F|X′) is an isomorphism for each i > 0;

(C) we have

χdR(X,F ) = χdR(X ′,F|X′) = χc(X
′) · rank(F|X′)− IrrX′(F ) . (5.10)

Proof. By assumption ΓX is not empty, hence we have a well-defined retraction r : X → ΓX . Recall
that X is paracompact by [Duc, Théorème 4.5.10], hence ΓX is paracompact too. We may then
apply Propostion 5.4.3 to ΓX and T to find a sequence (Γn)n>0 of subgraphs of ΓX that satisfy the
conditions i) to iv) of that proposition.

For each n > 0, set Xn := r−1(Γn). It is a connected open subset of X with analytic skeleton Γn.
Since Xn is a finite union of elements of T and of connected components of X − T , Xn is a finite
curve.

Since L is compact, there exists n0 > 0 such that r−1(L) ⊆ Γn0 , hence L ⊆ Xn0 . Let n > n0.
Then each element b of ∂oXn belongs to B→(L) and to the open boundary of some connected
component of X − T (because Xn is a finite union of elements of T and of connected components
of X − T ). In particular, for such a b, the total height of the Newton polygon of F is log-linear
along b and F is strongly free of Liouville numbers along b. Moreover, since Γn is open in Γ, Xn is
open in X too, hence ∂Xn ⊆ ∂X by [Ber93, Proposition 1.5.5]. In particular, for each x ∈ ∂Xn, the
radii of convergence of F|Xn are spectral non-solvable at x and that, for each b ∈ Singm(x,F|Xn),
F|Xn is strongly free of Liouville numbers along b.

Finally, by construction, Γn+1 − Γn has no connected component that is relatively compact
in Γn+1, hence Xn+1 − Xn has no connected component that is relatively compact in Xn+1, and,
by Corollary 5.3.5, the restriction map O(Xn+1)→ O(Xn) has dense image.

If K is non-trivially valued, then the result follows from Corollary 5.1.3.

If K is trivially valued, then, by [?, Lemma 1.1.63], X contains at most one point of type 2,
hence (1) holds, and so does (2), by Corollary 5.1.3.

Remark 5.4.8. It follows from Remark 5.4.6 that the set of germs of segments b along which F is
required to be free of Liouville numbers is locally finite.

We add a final result concerning the trivial differential equation.

Corollary 5.4.9. Assume that X is connected and boundaryless. Then H1
dR(X,O) is finite-dimensional

if, and only if, X is a finite curve.

Moreover, in this case, we have

χdR(X,O) = χc(X) . (5.11)

Proof. Let us first assume that X is a finite curve. Then the result follow from Corollary 4.1.2.

Let us now assume that H1
dR(X,O) is finite-dimensional. If X is proper or if its analytic skeleton

is empty, then X is finite, so we may assume that this is not the case. Similarly, if K is trivially
valued, then X is finite by [?, Lemma 1.1.63], so we may assume that this is not the case. By REF,
we may also assume that K is algebraically closed.

Any cutting T of X such that ΓT = ΓX satisfies the assumptions of Theorem 5.4.7. We deduce
that the set of points x ∈ ΓX such that χ(x,ΓX ,O) 6= 0 is finite. For each x ∈ ΓX , we have

χ(x,ΓX ,O) = χ(x,ΓX) = 2− 2g(x)−NΓX (x). (5.12)
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Recall that, by Lemma 5.1.2, we have NΓX (x) > 2. It follows that ΓX contains only finitely many
points x such that g(x) > 0 or NΓX (x) > 3 (that is to say bifurcation points of Γx). In particular,
the graph ΓX is quasi-finite. The result now follows from [?, Lemma 1.1.61].
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Bou12 N. Bourbaki, Algèbre. Chapitre 8: Modules et anneaux semi simples, Springer, Berlin, 2012.
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schémas IV, Inst. Hautes Études Sci. Publ. Math. (1967), no. 32, 361. MR 0238860 (39 #220)

HTT08 Ryoshi Hotta, Kiyoshi Takeuchi, and Toshiyuki Tanisaki, D-modules, perverse sheaves, and rep-
resentation theory, Progress in Mathematics, vol. 236, Birkhäuser Boston, Inc., Boston, MA, 2008,
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